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Abstract 

This paper investigates the impact of International Monetary Fund conditionality on the state 

capacity of borrowing countries. The empirical analysis draws on a unique dataset of individual 

conditions between the IMF and its borrowers from 1985 to 2014 to develop new measures of 

Fund influence that can better account for program heterogeneity. Using multivariate regression 

analysis corrected for non-random selection into Fund programs, the analysis shows that 

“structural conditions” – specific conditions that require the overhaul of the state administration 

and the restructuring of the domestic economy – reduce state capacity. In contrast, “quantitative 

conditions” – broad targets on macroeconomic indicators – improve state capacity. In addition, 

results from instrumental-variables estimation show that these effects only exist for countries 

outside Sub-Saharan Africa, indicating potential endogeneity of conditionality in Sub-Saharan 

Africa. Overall, these findings suggest that IMF conditionality needs to be carefully designed so 

that it does not undermine developing countries’ institutions. 
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1.  Introduction  

Economists have long agreed that state provision of essential public goods and a legal framework 

for market exchange are necessary for economic development (Hall and Jones 1999; Easterly and 

Levine 2003; Rodrik, Subramanian, and Trebbi 2004; Acemoglu 2008). Yet, there is no clear 

consensus on how capable states arise. The literature emphasizes the key role of a professional 

bureaucracy (Weber 1978; Evans and Rauch 1999; Cingolani, Thomsson, and de Crombrugghe 

2015; Charron, Dahlström, and Lapuente 2016), equating “state capacity” with the ability to 

devise and implement policies conducive to economic growth.  

This article focuses on an international determinant of state capacity that has received little 

attention in the relevant literature: the role of policy reforms advocated by the International 

Monetary Fund (IMF). The IMF has long been the most influential agent in the policy 

environment of developing countries (Stone 2002; Babb 2009; Copelovitch 2010). The 

organization designs, administers and oversees reforms via loans that come with strings attached, 

or “conditionalities”. That is, borrowing governments – often facing dire economic circumstances 

– must commit to implement a range of policy reforms. 

Debates on the merits of conditionality have focused on identifying appropriate types of policy 

prescriptions. Some argue that the Fund should focus on macroeconomic targets to reduce 

excessive aggregate demand (Spraos 1986), while others argue that the Fund should also overhaul 

the underlying economic structures. In relation to state capacity, IMF programs have advocated 

policy reforms aimed at dismantling the state and cutting jobs in the public sector (Nooruddin and 

Vreeland 2010; Dreher and Gassebner 2012; Rickard and Caraway 2014b), or at bolstering 

revenue collection through strengthened tax inspectorates and customs administration (Crivelli 

and Gupta 2016).  

In this paper, we study the effects of IMF conditionality on state capacity in developing countries 

over the 1985-2014 period. Using data on bureaucratic quality from the International Country 

Risk Guide as a proxy for state capacity, we examine the differential impact of structural and 

quantitative conditions – two types of conditions with different levels of intrusiveness into state 

affairs (Vreeland 2007; Dreher 2009; Woo 2013). The former refers to specific conditions 

requiring the overhaul of the state administration and restructuring of the domestic economy; the 

latter are broad targets on macroeconomic indicators. We find that structural conditions reduce 

bureaucratic quality, while quantitative conditions improve bureaucratic quality. These results are 

significant even after accounting for non-random selection into Fund programs and – outside of 

sub-Saharan Africa – endogeneity of conditionality. 

This article also makes two methodological contributions to the literature on the consequences of 

IMF programs. First, it leverages a new dataset of IMF conditionality to capture program 

heterogeneity (Kentikelenis, Stubbs, and King 2016), where previous studies relied on a 

dichotomous indicator of IMF program participation (Dicks-Mireaux, Mecagni, and Schadler 

2000), or focused on a particular policy area (Wei and Zhang 2010). Second, it employs a 

synthetic instrumentation technique to account for endogeneity concerns introduced by deploying 

conditionality data (i.e., countries with weak state capacity might receive systematically different 

conditions).  
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We proceed as follows. Section 2 defines key concepts and reviews related literature. Section 3 

discusses the potential mechanisms linking IMF programs and state capacity. The subsequent two 

sections present our research design and results. Section 6 discusses the findings and concludes. 

 

2.  The international determinants of state capacity   

State capacity – broadly understood as the ability of the state to provide essential public goods 

through a professional public bureaucracy1 – is a key ingredient to economic development. While 

scholars have long been interested in the macro-historical determinants of state capacity (for 

comprehensive reviews, see Broich, Szirmai, and Thomsson 2015; Cingolani, Thomsson, and de 

Crombrugghe 2015; Savoia and Sen 2015), a more recent strand of research has focused on a 

range of international determinants of state capacity.  

First, research shows that foreign aid can deteriorate state capacity, for example by diminishing 

the recipient government’s accountability to domestic constituents (Bräutigam and Knack 2004; 

Moss, Pettersson, and Van de Walle 2006; Djankov, Montalvo, and Reynal-Querol 2008). 

However, more recent evidence suggests that aid earmarked for policy and institutional 

development has a small positive effect on political institutions (Jones and Tarp 2016).    

Second, foreign direct investment can increase state capacity. Selowski and Martin (1997) show 

that foreign firms pressure host governments to improve domestic regulations and bolster 

administrative capacities. The potential benefits of FDI inflows – including increased capital 

accumulation and productivity spillovers – can also incentivize governments to provide a more 

predictable regulatory environment (Bengoa and Sanchez-Robles 2002; Bénassy-Quéré, Coupet, 

and Mayer 2007; Alfaro, Kalemli-Özcan, and Sayek 2009). 

Third, international organizations may impact state capacity through their various interventions 

(e.g., Levy and Kpundeh 2004; Lake and Fariss 2014). The rationale for such interventions is that 

aid transfers are more successful when recipients have sufficient absorptive capacity (e.g., 

Burnside and Dollar 2000; Presbitero 2016). Moreover, a study by Marcoux and Urpelainen 

(2012) finds that developing countries seek membership in international organizations in part to 

improve their own administrative capacity. 

While institution-building efforts of international organizations like the European Union, the 

World Bank, and the United Nations are recognized (see Levy and Kpundeh 2004; Lake and 

Fariss 2014; Moore 2014 for details), little attention has been devoted to the impact of IMF policy 

reforms, even though they entail conditions that directly affect public bureaucracies.2 This is a 

surprising omission, as the sizable literature on the IMF has examined its impacts on a range of 

factors that interact with bureaucratic quality—from economic growth (Przeworski and Vreeland 

                                                           
1
 This definition builds on a vast body of related literature from sociology (e.g., Weber 1978; Skocpol 

1979; Mann 1986; Amsden 1989; Evans and Rauch 1999), political science (e.g., Hendrix 2010; Cingolani, 

Thomsson, and de Crombrugghe 2015), and economics (e.g., Keefer and Knack 1995; Bräutigam and 

Knack 2004; Kaufman, Kraay, and Mastruzzi 2009). 
2
 Some early qualitative studies linked IMF interventions to reducing the role of the state (Callaghy 1989; 

Haggard and Kaufman 1989; Biersteker 1990).  
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2000; Butkiewicz and Yanikkaya 2005; Dreher 2006b) to government spending (Conway 1994; 

Nooruddin and Simmons 2006; Hamm, King, and Stuckler 2012).  

 

3.  Tracing the links between IMF programs and bureaucratic quality 

The International Monetary Fund is widely considered the most powerful intergovernmental 

organization (Stone 2002; Woods 2006; Babb 2009), and has considerable leverage over 

borrowing-country policies: Faced with economic trouble, developing countries—particularly 

low-income ones—turn to the IMF for policy advice and financial support, which is conditional 

on implementing certain policy reforms. This practice of ‘conditionality’ constitutes a key 

element of IMF programs. Nonetheless, there is considerable variation in the policy conditions 

attached to loans across time and space (Kentikelenis et al. 2016).  

3.1.  The content of IMF conditionality  

Soon after its establishment, the IMF adapted its statutes to reflect its de-facto increased use of 

loan conditionality. These conditions are designed to abate ‘moral hazard’ and safeguard 

repayment (Spraos 1986; Polak 1991; Dreher 2009).  Until the 1980s, the Fund supervised 

stabilization programs primarily relying on monetary policies, currency devaluations, and fiscal 

austerity among its clients. This rationale for these policies is based on the diagnosis that 

countries in economic crisis suffer from excessive aggregate demand. To reduce excessive 

demand, the Fund sets specific targets on macroeconomic variables through so-called quantitative 

conditions. In accordance with the IMF mandate, quantitative conditions are meant to be 

implemented in the short term and thereby restore balance of payments stability in crisis-affected 

countries. For example, IMF stabilization programs for the former Soviet republics included 

specific monthly ceilings on the rate of inflation (Stone 2002). 

From the mid-1980s, the Fund increasingly embraced so-called structural conditions – a different 

type of conditionality that sought to alter countries’ underlying economic architecture. These 

conditions often required countries to adopt free-market reforms such as privatizing state-owned 

companies, dismantling the welfare state, and liberalizing financial markets (e.g., Easterly 2005).  

A vivid debate centers on the merits and demerits of structural conditions. IMF economists argue 

that these conditions are necessary in order to tackle the root causes of weak performance 

(Nowzad 1981; Khan and Knight 1983; Killick et al. 1984). Structural conditions might also send 

a more credible signal to foreign investors that the government is committed to economic reform 

(e.g., Bird 2007; Conway 2007; Woo 2013). Critics fear that structural conditions impose 

unnecessary burdens on borrowing countries and doubt that they are successful in resolving 

economic crises (e.g., Stiglitz 2001; Chang 2006; Kentikelenis et al. 2016). Even IMF economists 

have recently considered that the Fund might have gone too far in its pursuit of structural 

adjustment (Ostry, Loungani, and Furceri 2016). 

Our new dataset enables us to explore the differential impact of certain types of conditions, 

notably quantitative conditions versus structural conditions. These types of conditions are thought 
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to differ in their “intrusiveness” into state affairs (e.g. Vreeland 2007; Dreher 2009; Woo 2013), 

which creates a strong prima facie claim that state capacity might be affected by these conditions.  

3.2.  Quantitative conditions and bureaucratic quality  

Borrowing states have strong incentives to meet quantitative conditions, which can boost 

bureaucratic quality in two ways. First, quantitative conditions often entail provisions to increase 

state revenue, for example by amplifying efforts to collect tax arrears or by levying new taxes. As 

tax collection is a chief function of states (e.g., Tilly 1990; Bräutigam and Knack 2004; Besley 

and Persson 2008), they have incentices to invest in building-up administrative capacity. Second, 

quantitative conditions may indirectly strengthen bureaucratic capacity through increased 

incentives for compliance with conditionality. By virtue of their quantitative nature, it is easy to 

verify whether or not a borrowing country has met the agreed targets. Anecdotal evidence 

suggests that the Fund – mainly for reputational purposes – needs to suspend a program when the 

government visibly breaches its promises on a chief quantitative target (Stone 2002: 216). 

However, the government has a vital interest in compliance because its ability to obtain further 

credit hinges on whether it can implement the agreed target. Assuming that a government is 

willing to comply, but unable to do so, it has an incentive to redress its capacity deficit in order to 

increase compliance.  

However, quantitative conditions need not improve bureaucratic quality. In particular, expenditure 

reductions are not administratively complex and are generally easy to accomplish even for low-

capacity states (Callaghy 1989: 116). Quantitative conditions can even reduce bureaucratic 

capacity. For example, IMF programs have often stipulated public sector wage bill reductions, 

thereby sparking redundancies, hiring freezes or salary cuts (Haggard and Kaufman 1989; 

Nooruddin and Vreeland 2010; Rickard and Caraway 2014b). Recent empirical evidence shows 

that the public sector wage bill indeed decreases when the Fund explicitly asks borrowers to do so 

(Rickard and Caraway 2014a). These policies are not conducive to governments hiring or 

retaining skilled personnel committed to high-quality public service delivery.  

3.3.  Structural conditions and bureaucratic quality  

Structural conditions can affect bureaucratic quality in different ways. On the one hand, structural 

conditions can be beneficial for bureaucratic quality. In particular, they may entail reforms to 

strengthen the independence of the central bank and other institutions related to economic 

governance. It is widely argued that independent central banks are conducive to sound 

macroeconomic policies such as low inflation (Alesina and Summers 1993). It might hence be 

argued that greater independence promotes greater insulation from political pressures, leading to 

higher bureaucratic quality and a higher predictability of economic policies. 

On the other hand, structural conditions can reduce bureaucratic quality. These conditions often 

require countries to dissolve government departments, to merge ministries, and to dismiss or 

appoint high-level officials in the administration. There are downside risks of large-scale 

reorganization, as these measures may instill volatility in the bureaucracy. As a result, policy 

output may be less predictable and hence levels of bureaucratic quality. In addition, structural 

adjustment measures often target public sector pay schemes and modalities of social security. For 

example, agreements have required governments to produce lists of “ghost workers” in the state 
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administration. As governments may have incentives to protect their loyal supporters inside the 

bureaucracy, they may not dismiss actual ghost workers, but their most capable bureaucrats. Other 

agreements have pushed for increased flexibility with respect to hiring, firing, and working hours. 

At the extreme, these measures may backfire by mounting resistance from public sector workers 

and failure to attract skilled personnel, thereby reducing bureaucratic quality.  

In light of the arguments presented in this section, the effect of conditionality on bureaucratic 

quality remains ambiguous. For both quantitative conditions and structural conditions, plausible 

arguments can be found to support either a positive effect or a negative effect. We therefore need 

to turn to the empirical analysis to adjudicate among these different theoretical expectations.  

 

4.  Data and methods  

4.1.  Operationalization 

Dependent variables 

Our main dependent variable, BUREAUCRATIC QUALITY, captures a narrow definition of state 

capacity. The bureaucratic quality indicator from the International Country Risk Guide is widely 

used in the literature on state capacity (e.g., Van Rijckeghem and Weder 2001; Bäck and 

Hadenius 2008; Broich, Szirmai, and Thomsson 2015). It scores high in “[…] countries where the 

bureaucracy has the strength and expertise to govern without drastic changes in policy or 

interruptions in government services. In these low-risk countries, the bureaucracy tends to be 

somewhat autonomous from political pressure and to have an established mechanism for 

recruitment and training” (The PRS Group 2015). To ease interpretation, we rescale the variable 

to range from 0 to 100. 

We argue that meaningful changes in bureaucratic quality most likely occur in the medium term. 

On the one hand, improvements in bureaucratic quality involve training of staff and related 

institutional changes that need time to come to bear. Conversely, bureaucratic quality may in 

principle deteriorate rather quickly, but we did not find evidence of short-term impact of IMF 

programs. On the other hand, bureaucratic quality as a latent construct cannot be measured 

without error. We hence would expect short-term variation in the measure of bureaucratic quality 

to be the result of subjective bias (Kurtz and Schrank 2007). While we want to focus on the 

medium-term impact of IMF programs, our theoretical discussion does not suggest any particular 

lag length. The choice of lag length hence remains an open issue that we address through 

Bayesian model averaging (see below). Following the Bayesian analysis, we average the 

dependent variable over six-year periods. Averaging also smoothens out short-term fluctuations in 

BUREAUCRATIC QUALITY that most likely reflect mere noise – an inherent limitation of subjective 

indicators. We return to this issue in the discussion section. An additional advantage is that multi-

year averaging makes the ordinal variable more continuous and hence makes the use of linear 

regression more appropriate (Dreher and Siemers 2009).  

Independent variables 
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Our expectation is that not all parts of an IMF program necessarily affect state capacity. Different 

program parts—loan resources, loan conditions, and technical advice—may have different effects. 

Allowing for such effect heterogeneity, we employ several measures of IMF program 

participation.  

First, we use a binary indicator for an IMF PROGRAM being active in at least five months of a 

given year, following previous studies using program dummies (e.g., Vreeland 2002; Dreher 

2006b; Bas and Stone 2014). If included as the only indicator relating to a Fund program, such a 

dummy absorbs all of its effects. Therefore, even when assuming that the government complies 

with all aspects of the IMF program, it remains unclear which part of the program is decisive. 

Apart from a few exceptions (Dreher 2006b; Dreher and Walter 2010; Woo 2013), most studies 

use an IMF dummy and hence capture an overall effect (e.g., Vreeland 2003; Nooruddin and 

Simmons 2006; Casper 2015). 

Second, to capture the depth of conditionality, we count the total number of conditions (Dreher 

and Vaubel 2004; Dreher and Jensen 2007; Copelovitch 2010) – referred to as ALL CONDITIONS in 

regression outputs. We only consider binding conditions, which include prior actions and 

performance criteria (Copelovitch 2010; Woo 2013; Rickard and Caraway 2014a). This choice is 

appropriate because binding conditions directly determine scheduled disbursements of loans, 

whereas non-binding conditions serve as markers for broader progress assessment (IMF 2001); 

non-implementation does not automatically suspend the loan and may thus introduce noise to the 

analysis if included (Stubbs et al. 2016: 3). This measure also is useful to distinguish empirically 

between lack of compliance and lack of impact in Fund programs because the binding character of 

these conditions excludes the possibility that a null effect is due to lack of compliance (Vreeland 

2003; Dreher 2006b; Vreeland 2006).  

Third, we capture the differential impact of conditionality types by using the respective numbers 

of binding STRUCTURAL CONDITIONS and QUANTITATIVE CONDITIONS in a Fund program. Both 

conditions must be included jointly because inference from a regression that only includes the 

count of one type of conditionality might be misleading, as it would also capture the effect of all 

conditions.3 We only count binding conditions in each category. All above variables are lagged by 

one period to allow for some delay in the realization of the effect. 

To measure our IMF variables, we use information from a newly constructed database on IMF 

conditionality available from 1985 to 2014 (see Kentikelenis et al. 2016). This dataset allows for a 

rich analysis of IMF programs as it includes detailed information regarding both specific types as 

well as issue areas of conditionality. 

Control variables 

We rely on a set of control variables drawn from the literature on state capacity. Most studies 

focus on the macro-historical determinants of state capacity, which include legal origin, 

                                                           
3
 Woo (2013) includes the number of structural conditions along with a program dummy, which may create 

an inferential problem in the presence of high correlation between structural conditionality and quantitative 

conditionality. Bulíř and Moon (2004) use the count of structural conditions but do not even control for 

program participation. This implies that any effect of a Fund program beyond its structural conditionality 

will be attributed to the latter indicator. 
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geography, ethno-linguistic fractionalization, and the structure of the economy (e.g., Alonso and 

Garcimartín 2013; Savoia and Sen 2015). Since none of these determinants are repeated measures, 

we control for them with a series of country dummies and focus our discussion on time-varying 

measures (Bräutigam and Knack 2004; Bäck and Hadenius 2008; Charron and Lapuente 2010). 

Bureaucratic quality is driven by a range of socio-economic factors. First, we consider the natural 

log of PER CAPITA INCOME, given that wealthier states are better able to sustain capable 

bureaucracies (e.g., Treisman 2000; Bäck and Hadenius 2008). In addition, we include the 

incidence of CIVIL WAR, which negatively affects the extractive capacity of the state and thereby 

reduces its capacity (e.g., Centeno 2002; Besley and Persson 2008). We also control for external 

war, which is theorized to provide an incentive to invest in state capacity to fend off external 

competitors (e.g., Tilly 1990; Besley and Persson 2008; Cárdenas, Eslava, and Ramirez 2011). 

We also include the level of democracy as measured by the POLITY IV INDEX. Citizens in a 

democracy will hold the government more accountable and increase their demand for public 

goods, which should increase incentives to invest into a capable bureaucracy (Meltzer and 

Richard 1981; Bäck and Hadenius 2008; Charron and Lapuente 2010; Fortin-Rittberger 2014). 

Empirical studies show a positive effect of democracy on governance quality, measured by the 

control of corruption (Montinola and Jackman 2002), bureaucratic quality (Bäck and Hadenius 

2008), and various indices of governance (Adserà, Boix, and Payne 2003; Charron and Lapuente 

2010).  

Given data availability, we consider three additional control variables to build the extended 

controls. TRADE OPENNESS is hypothesized to increase pressures for redistribution and hence the 

need for a more sophisticated bureaucratic apparatus (Rodrik 1997; Bäck and Hadenius 2008; 

Walter 2010). Aid dependence – measured by FOREIGN AID per capita – could both enhance and 

diminish state capacity. While it provides resources that can be used to build state capacity (e.g., 

Jones and Tarp 2016), it also represents non-tax revenue and hence might reduce accountability 

(e.g., Moss et al. 2006; Djankov et al. 2008).  Another source of non-tax revenue that might affect 

state capacity are natural resources, so we include the natural log of OIL PRODUCTION per capita 

(e.g., Humphreys 2005; Thies 2010). Detailed variable specifications for the above variables can 

be found in Appendix D. 

4.2.  Methods  

Our unit of analysis is the country-period observation. Our data comprise 141 developing 

countries observed from 1985 to 2014. Our analysis proceeds in two steps. First, we compare the 

effect of IMF programs on state capacity between countries that underwent these programs and 

the countries that did not. Second, we compare countries with an IMF program but different 

conditions. This approach enables us to isolate the kinds of conditions that may have the strongest 

impact on state capacity. 

Estimation techniques 

We present results using three estimation techniques. We first estimate two-way fixed-effects 

models that account for both unobserved time-invariant country characteristics and global shocks. 

Fixed-effects estimation is an initial step to mitigate omitted-variable bias, given that only time-

varying confounders may explain any significant finding in these models. All coefficients must be 

interpreted as within-country effects. 
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A key methodological challenge is that IMF programs are not randomly assigned. Fixed-effects 

estimation yields unbiased estimates only when omitted variables do not change over time. 

Typical approaches to address potential bias due to time-varying omitted variables include 

instrumental variables estimation and Heckman selection models. Our main concern is with non-

random selection into IMF programs, which is captured by a binary indicator. Therefore, a 

Heckman selection model is the established approach (see also Appendix E for a discussion). In 

addition to the outcome equation, we also have a selection equation. Prediction errors from this 

equation yield the so-called non-selection hazard that allows for netting out the effect of 

unobservable factors of program participation decisions in the outcome equation (e.g., Heckman 

1990; Atoyan and Conway 2006; Wei and Zhang 2010).  

Based on previous literature, three variables explain the selection of countries into IMF programs 

(while at the same time being plausibly unrelated to bureaucratic quality). First, past involvement 

of a country in IMF programs reliably predicts current participation (e.g., Conway 1994; Bird, 

Hussein, and Joyce 2004; Easterly 2005). We thus include PAST PROGRAM, a dummy variable 

indicating whether or not a country had a program in the previous period. Second, program 

participation also is affected by the extent to which the Fund has resources available, which 

depends on the current number of program countries (Vreeland 2003: 88). Hence, we include the 

contemporaneous count variable COUNTRIES UNDER PROGRAMS. Third, the literature has 

repeatedly shown that allies of big powers receive favorable treatment in the international 

financial institutions (e.g., Thacker 1999; Barro and Lee 2005; Dreher, Sturm, and Vreeland 

2009). We hence measure the alignment of voting patterns between the borrowing country and the 

G7 countries in the United Nations General Assembly (UNGA VOTE ALIGNMENT).; the number of 

countries under program captures the budget constraint of the Fund (Vreeland 2003: 88); and 

finally, following common practice, we add all variables from the second stage, regional effects, 

and time period dummies to the selection model.4 All variables and their sources are given in 

Appendix B.  

While the two-step procedure helps address concerns about the non-random selection of countries 

into IMF programs, it does not directly address potential endogeneity of loan conditions (Rickard 

and Caraway 2014b). Our third method hence employs instrumental variables. We employ a 

synthetic instrumentation that is employed in aid effectiveness research (e.g, Nunn and Qian 

2014; Dreher and Langlotz 2015; Lang 2016). For each type of condition, we construct a synthetic 

instrument based on the interaction of the within-country average of those conditions and the 

period-specific budget constraint of the Fund. Appendix E further explains the merits of this 

approach. While our solution is not perfect, we note that there currently are no other satisfactory 

solutions to address potential endogeneity of specific types of conditions.5  

                                                           
4
 One would think that economic variables should be included, but in fact the prediction performs better 

without them and their inclusion does not alter our results in the outcome stage. In robustness checks, we 

permute over a wider range of specifications that also include economic variables (see Appendix D). 
5
 Previous studies suggest some excludable instruments for IMF program participation (e.g., Vreeland 

2003; Nooruddin and Simmons 2006; Dreher, Sturm, and Vreeland 2009), loan size (e.g., Conway 1994; 

Bird 1996; Barro and Lee 2005; Copelovitch 2010; Moser and Sturm 2011), and the number of conditions 

(e.g., Andersen, Harr, and Tarp 2006; Dreher 2006b; Dreher and Jensen 2007), but there is only limited 

research on the determinants of specific types of conditions that might yield generally valid instruments 

(e.g., Wei and Zhang 2010; Caraway, Rickard, and Anner 2014). 
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Model uncertainty and robustness tests  

As discussed earlier, our substantive interest lies in the long-term effect of IMF programs, which 

precludes an annual panel analysis but still leaves room for a range of different lag lengths. To 

address the remaining model uncertainty regarding the appropriate lag length, we use Bayesian 

statistics. We find that – if at all – any impact of IMF programs must be expected in a six-year 

period, and therefore choose to arrange our data in six-year periods (see Appendix C). To 

untangle the two scenarios – a large number of conditions in a few years versus a small number of 

conditions in almost all years – we divide the number of conditions by the years in which an IMF 

program was active. This allows us to better capture the depth of conditionality in which we are 

ultimately interested. 

In addition, we consider the possibility that different first-stage models may have implications on 

the coefficients of interest in the outcome stage. A large body of research on the determinants of 

IMF programs suggests many plausible specifications (e.g., Vreeland 2003; Nooruddin and 

Simmons 2006; Moser and Sturm 2011; Kentikelenis et al. 2015). Building on Oberdabernig 

(2013), we therefore conduct an Extreme Bounds Analysis that generates a distribution of 

coefficients from a few thousand regressions. Consequently, our coefficients of interest are highly 

robust to alternative specifications (see Appendix D).  

Further robustness checks refer to different ways of operationalizing key variables (see Appendix 

A). First, we use an alternative measure of conditionality corrected for the number of waivers 

ceded to a borrower country. A waiver is a formal decision by the Executive Board that the 

country is freed from the need to fulfill a condition. Waivers can be granted ad hoc when 

circumstances beyond the control of countries have changed such as to justify more lenient 

treatment, but they can also be ceded as a result of intervention from important shareholders into 

the bureaucratic decisions of the Fund (Stone 2002: 234; Pop-Eleches 2009: 793). We expect our 

results to be stronger when using this measure because it only includes the conditions that the 

country must genuinely implement. Second, we repeat our estimations with a broader measure of 

state capacity. Using data from the International Country Risk Guide, this measure combines 

indices of BUREAUCRATIC QUALITY, RULE OF LAW, and CONTROL OF CORRUPTION, and has been 

used in previous studies on administrative capacity (Bräutigam and Knack 2004; Bäck and 

Hadenius 2008; Charron and Lapuente 2010). 

 

5.  Results 

5.1.  Descriptive evidence 

We first explore the long-term relationship between IMF programs and state capacity through 

bivariate plots. Figure 1 depicts the evolution of state capacity by IMF program status. It shows 

the values of state capacity in 1985 plotted against those in 2014, distinguishing countries that had 

no IMF program during 1985-2014 (left panel) and countries that had at least one program during 

that period (right panel). Assuming some institutional stickiness over time, we would expect a 

diagonal line to best represent all observations, absent any policy intervention. If one believes that 

the Fund as a powerful international institution affects state capacity, there should be a departure 
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from the diagonal line. This does not seem to be case. Overall, Figure 1 reveals no conclusive 

evidence that IMF programs in general have an effect on state capacity.  

[Figure 1 here] 

As a next step, we explore whether certain aspects of IMF programs – such as structural 

conditions – can be harmful for state capacity. Figure 2 depicts the evolution of state capacity for 

four groups of countries with different intensities of structural conditionality. The upper left panel 

pools together non-program countries and IMF countries without structural conditions. The next 

panels include countries in the first two terciles of structural conditionality. In these panels, the 

positive relationship between past state capacity and current state capacity as reflected in the 

diagonal line is intact. If literally interpreted, this suggests that the Fund overall does not seem to 

have much effect on state capacity. However, the picture is strikingly different for countries in the 

bottom-right panel: These are the countries with the highest amount of structural conditionality; 

that is, these countries had to implement between 162 and 422 between 1985 and 2014.       

[Figure 2 here] 

Of course, these suggestive plots do not account for other confounding factors that could drive the 

negative relationship between high degrees of structural conditionality and state capacity. We 

therefore turn to multivariate analysis. We focus our analysis on bureaucratic quality and allow 

for a time horizon of six years in which the effect of conditionality may unfold (as suggested by 

the Bayesian analysis). 

5.2.  Baseline estimates 

As our first set of models in the multivariate analysis, we present fixed-effects regressions of the 

levels of bureaucratic quality on indicators of IMF programs and IMF conditionality along with 

varying sets of control variables. In Table 1, Models 1 to 3 do not control for any other variables 

than the fixed effects on borrowing countries and time periods. Models 4 to 6 show regressions 

with baseline controls, while models 7 to 9 include an extended set of controls.  

The results for our variables of interest are robust against different sets of controls and can be 

summarized as follows. First, IMF programs as such do not have a statistically significant effect 

on bureaucratic quality. This is in line with the suggestive evidence presented earlier. Second, 

structural conditions are negatively related to bureaucratic quality. Third, quantitative conditions 

are positively related to bureaucratic quality. The latter two findings are statistically significant at 

least at the 5%-level. Substantively, three additional structural conditions (roughly a standard 

deviation) reduce bureaucratic quality by about three points (equivalent to 8% at its mean). An 

additional eight quantitative conditions (again roughly a standard deviation) imply an increase of 

bureaucratic quality by about four points (11% at its mean).  

For this set of models, we also present the full estimates for the control variables. Estimates of the 

control variables are similar in all subsequent models and hence we drop them from the 

subsequent tables to save space. A one-percent increase in GDP per capita relates to at least a ten-

point increase in bureaucratic quality. The effect of income is even stronger when conditioning on 

countries under an IMF program. The remaining control variables are not statistically significant, 
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but their direction is consistent with theoretical expectations. For example, civil war tends to 

reduce bureaucratic quality, while economic growth enhances it. The effect of democracy is 

ambiguous and depends on the sampling decision. 

Table 2 compares the impact of IMF programs in specific regions, notably Sub-Saharan Africa 

versus all other regions. For several reasons, we believe that results might be different in Sub-

Saharan Africa (see also, Kentikelenis, Stubbs, and King 2015). As one of the poorest region and 

given its colonial legacy, Sub-Saharan Africa receives special attention from the donor 

community (e.g., Gereffi and Fonda 1992; World Bank 1994; United Nations 2001). Moreover, 

Sub-Saharan Africa has very low administrative capacity to begin with, due to the high prevalence 

of civil war (e.g., Centeno 2002; Cárdenas, Eslava, and Ramirez 2011; McBride, Milante, and 

Skaperdas 2011) and the susceptibility of the public sector to be captured by special interests (e.g., 

Levy and Kpundeh 2004; Moore 2004; Moore 2014). Indeed, a Hausman test comparing the 

coefficients for Africa versus all other regions suggests systematic differences in the underlying 

determinants of bureaucratic quality. Consequently, we produce separate regional estimates for 

the impact of conditionality on bureaucratic quality. We find that structural conditions only exert 

a negative effect on bureaucratic quality outside Sub-Saharan Africa. This may be due to floor 

effects and the fact that Africa is more frequently under IMF programs and hence we might not 

have much variation left to be explained in fixed-effects estimations.  

The results in Tables 1 and 2 are a useful starting point for assessing the impact of IMF programs 

on bureaucratic quality. This is because the fixed-effects estimation takes into account the 

potential confounding effects from unobserved time-invariant factors and global trends affecting 

state capacity. The main weakness of the results, however, is that IMF countries could be different 

in unobserved ways that also affect bureaucratic quality. For example, a country might become 

more willing to improve its bureaucratic institutions and – therefore – engage with the Fund 

(Vreeland 2003). To address such concerns, we conduct estimations that also control for 

unobserved determinants of selection into programs.  

5.3.  Selection-corrected estimates 

Table 3 presents the results from fixed-effect regressions augmented by a first stage that models 

the selection into IMF programs. The so-called non-selection hazard – a measure that captures the 

failure to predict program status based on observable characteristics – features as an additional 

control variable in our outcome regressions. As before, Model 1 to 3 use no controls, model 4 to 6 

the baseline controls, and model 7 to 9 an extended set of controls. We suppress all control 

variables due to space constraints. 

In short, the results become even stronger when taking endogenous selection into IMF programs 

into account. The coefficients of both structural conditions and quantitative are statistically 

significant at least at the 5%-level and their magnitudes have further increased. Regardless of the 

specification, IMF programs as such continue to have no overall effect on bureaucratic quality. 

When we split the sample by geographic region, we find that structural conditions have a 

significantly negative effect on bureaucratic quality only outside Sub-Saharan Africa (see Table 

4). We also note that unobserved factors of IMF program participation are positively related to 

bureaucratic quality in Sub-Saharan Africa but not outside it.  
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The results from this set of regressions further support the earlier evidence that structural 

conditions reduce bureaucratic quality, whereas quantitative conditions increase it. Note that we 

can exclude the possibility that our findings are due to differences in the specific nature of 

countries that submit themselves under IMF programs. However, it may still be the case that 

within the group of IMF countries, we have not been able to control for factors that determine 

which types of conditions a given country receives. To address this problem, we turn to 

instrumental-variable estimations. 

5.4.  Endogeneity-corrected estimates  

Table 5 presents estimates from fixed-effects regressions with non-selection hazard correction in 

which we also instrument conditionality using synthetic instruments. The rationale for doing so is 

to address potential endogeneity of conditionality. It might be the case that the Fund imposes 

more structural conditions on borrowing countries precisely when their bureaucratic quality 

deteriorates. Conversely, the Fund might also want to avoid overburdening weak-capacity 

countries with too many structural conditions – given that these conditions are widely considered 

as hard to implement (e.g., Nelson 1984: 110; Callaghy 1989: 116; Haggard and Kaufman 1989: 

246). To our knowledge, there is no study indicating that the Fund allocates conditions on the 

basis of recipient-country institutional quality (at the exception of not giving out credit if the 

country is found to be corrupt, see Sandholtz and Gray 2003). 

Correcting for potential endogeneity, the coefficients in Table 5 become larger in terms of 

absolute size but lose their statistical significance. The synthetic instruments are reasonably 

strong, as suggested by their respective F-statistics. According to the rule of thumb, F-statistics 

should be above ten (e.g., Staiger and Stock 1997; Stock and Yogo 2005). Structural conditions 

easily pass this threshold, while the F-statistics for all conditions and quantitative conditions are 

slightly below the threshold. This is most likely due to fact that almost all programs entail some 

quantitative conditions, while there is more variation with regards to structural conditions.  

Once we split the sample and only consider countries outside Sub-Saharan Africa, the impact of 

conditionality on bureaucratic quality becomes significant again (see Table 6). Beyond statistical 

significance, the effects are substantively important: A three-point increase in the number of 

structural conditions outside Africa reduces bureaucratic quality by about 12 points – this is 

equivalent to more than 30% at its mean. An empirical example fitting this prediction is Moldova. 

Comparing the periods from 1997-2002 and 2003-2008, bureaucratic quality dropped by almost 

20 points, while the average number of structural conditions per year had increased from 4.20 in 

1991-1996 to 7.33 in 1997-2002 (the number of quantitative conditions stayed constant at 23). 

Another example is El Salvador in the late 1980s and early 1990s. Following a rise in the average 

annual number of quantitative conditions from 2.33 to 28.33, the country improved its 

bureaucratic capacity in the subsequent period by almost 40 points; the average number of 

structural conditions remained constant.  

Our theoretical discussion provides some insight into why the two types of conditions have 

different effects on bureaucratic quality. The positive effect of quantitative conditions is most 

likely due to their associated incentives for governments to invest into capable bureaucracies that 

extract more revenue from taxes. For example, taking up the above example of El Salvador, the 

mid-term review under the Stand-By Agreement prepared by IMF staff praised the government 
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for making progress on “increasing public sector savings and reducing the overall deficit to the 

level required to attain the inflation objective,” while meeting [its] commitments to raise “social 

expenditure, security spending, and interest payments on debt owed […]” According to its revised 

plan, the government would increase tax revenue thanks to an “increase in the VAT rate” and an 

“improved tax administration.” In this context, the IMF review welcomed the improvement of 

data quality for surveillance purposes specifically due to “the creation of a new analytical unit in 

the Ministry of Finance” (IMF 1996a: 10-18). This staff review suggests that the El Salvadorian 

government was remarkably faithful to the quantitative targets of the agreement, while taking 

measures to build administrative capacity and to cushion against its social consequences. It is not 

unlikely that these measures led to the subsequent increase in the bureaucratic quality rating.  

In contrast, structural conditions often require governments to reorganize the entire administration 

or to introduce more flexibility in public sector contracts. As an example for the former, consider 

the Stand-by Arrangement between the Fund and Armenia from 1995, in which the Fund required 

the government to “finalize a plan to […] eliminat[e] or merge ministries” (IMF 1995). Similarly, 

in 1996, Georgia was asked to “reduce the number of ministries and committees” (IMF 1996b). 

As to the latter, the Fund pushed for greater wage dispersion in the bureaucracy in the above 

Stand-By Arrangement with Armenia; in the case of Bulgaria, the government was required to 

“[s]ubmit […] amendments to the Labor Code with provisions making hiring, firing, and working 

hours more flexible” (IMF 2000). In 1998, the Fund asked Benin to “introduce performance-based 

salaries” as part of a structural adjustment program (IMF 1998). 

The key strength of our quantitative analysis is to establish the average pattern linking IMF 

programs and bureaucratic quality in developing countries. However, the discussion on causal 

mechanisms remains is based only on anecdotal evidence and our own judgment. Future research 

may need to have a deeper look into these causal mechanisms, using appropriate methods such as 

in-depth country case studies. 

 

6.  Conclusion 

This paper examined the impact of policy reform programs of the International Monetary Fund 

(IMF) on the bureaucratic quality of borrowing countries over the medium term. Applying three 

econometric approaches to a sample of all developing countries observed from 1985 to 2014, we 

find that quantitative conditions are positively related to bureaucratic quality, while structural 

conditions have a significantly negative relationship. Using instrumental-variable estimation, we 

demonstrate that the effects even have a causal interpretation when we consider countries outside 

Sub-Saharan Africa. Substantively, an increase in the number of structural conditions by one 

standard deviation outside Africa reduces bureaucratic capacity by 30%. Everything else equal, an 

increase of quantitative conditions by one standard deviation even leads to an increase in 

bureaucratic quality by 75%.  

We note two limitations to our study. First, our results are based on a subjective measure of state 

capacity. To be sure, subjective measures are widely used in the pertinent literature (Adserà, Boix, 

and Payne 2003; Bräutigam and Knack 2004; Broich, Szirmai, and Thomsson 2015). Among 

these indicators, the ICRG index is still the most widely available (covering the period from 1984 
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to 2014), and its values can be compared over time. Another advantage also is that they seek to 

measure capacity rather than willingness to provide public goods. However, subjective measures 

are not uncontroversial, mainly because expert raters often misattribute economic performance to 

better state capacity because the former is more easily observable and the theoretical link is 

somewhat appealing (e.g. Stubbs, King, and Stuckler 2014). To mitigate this concern, we include 

the economic growth rate in all regressions. Nonetheless, we are careful not to over-interpret our 

findings as reflecting actual changes in state capacity, but changes in a subjective indicator that 

seeks to capture administrative capacity. 

A second limitation pertains to the instrumentation strategy. Scholars have only recently begun 

using synthetic instruments and more work needs to be done to better understand their behavior 

and the type of effects that they identify. For our purposes, these instruments work well and we do 

not see any other possibility to test for different types of conditionality while accounting for 

potential endogeneity. We hope that our paper helps unleash a research agenda that more carefully 

considers the individual components of Fund programs and along these lines further develops the 

available econometric toolkit to study their underlying consequences. 

From a theoretical perspective, our findings contribute to the literature on the determinants of 

state capacity. This literature is imbued by macro-historical determinants of state capacity, which 

do not admit itself to policy intervention. Only recently scholars have begun looking at the short-

term determinants of state capacity that are amenable to purposive intervention (Bäck and 

Hadenius 2008; Charron et al. 2016). Nonetheless, less work has focused on the international 

determinants of state capacity. It is widely debated whether foreign aid has adverse effects on 

state institutions, but we are unaware of studies looking at the specific impact of international 

organizations such as the International Monetary Fund. In addition, our findings contribute to 

literature on the effects of IMF programs (e.g., Przeworski and Vreeland 2000; Atoyan and 

Conway 2006; Nooruddin and Vreeland 2010). Despite noteworthy exceptions (e.g., Rickard and 

Caraway 2014a), most of the existing research is constrained to a binary indicator of program 

participation and hence assumes that all programs are alike. Our paper is a useful extension as it 

addresses the huge variation in program components.  

From a policy perspective, our findings imply nuanced conclusions regarding the IMF’s role. IMF 

involvement is neither good nor bad, but conditionality matters. Quantitative conditions 

strengthen bureaucratic quality, but structural conditions reduce it. This suggests that the IMF is 

helpful when it stays with its core agenda of providing macroeconomic guidance; its role as 

guarantor of financial stability can lend countries the credibility to implement reforms that make 

them more resilient against economic crisis (see also, Stone 2002; Vreeland 2003; Dreher 2009). 

However, the IMF is harmful when it attempts to micromanage the economy and push for large-

scale restructuring in the state apparatus. Recent official statements seem to suggest that the Fund 

has come to acknowledge that “[d]eveloping economic policy-making capacity in its member 

states is one of its most critical jobs” (IMF 2016), and its institutional capacity building activities 

through its regional training institutes are laudable. Yet, this cannot undo the historical legacies of 

excessive structural conditions and more efforts are needed to improve borrowing-country 

institutions.   
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Figures 

 

Figure 1: Before-after plot for non-IMF countries and IMF countries 

 

Notes: The three components of the ICRG index include bureaucratic quality, rule of law, and control of 

corruption. Plots for the bureaucratic quality only are similar but the fit is less precise. 
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Figure 2: Before-after plot for non-IMF countries and three groups of structural conditionality 

 

Notes: The three components of the ICRG index include bureaucratic quality, rule of law, and control of 

corruption. Plots for just the bureaucratic quality indicator are similar but the fit is less precise. 
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Tables 

Table 1: The effect of IMF programs on bureaucratic quality using fixed-effects estimation 

 

(1) (2) (3) (4) (5) (6) (7) (8) (9) 

          IMF program -1.59 

  

-3.05 

  

-4.16 

 

                

 

(2.56) 

  

(2.79) 

  

(2.82) 

 

                

All conditions 

 

0.28** 

  

0.16 

  

0.15                 

  

(0.13) 

  

(0.13) 

  

(0.12)                 

Structural conditions 

  

-1.06*** 

  

-0.83** 

  

-0.92*** 

   

(0.37) 

  

(0.35) 

  

(0.34)    

Quantitative conditions 

  

0.68*** 

  

0.48** 

  

0.49**  

   

(0.21) 

  

(0.20) 

  

(0.19)    

Log(GDP per capita) 

   

11.26* 20.79** 17.99* 10.81* 24.20*** 21.69**  

    

(5.90) (9.20) (9.14) (6.20) (8.60) (8.38)    

Polity IV index 

   

0.41 -0.08 -0.13 0.25 -0.28 -0.32    

    

(0.35) (0.44) (0.46) (0.34) (0.44) (0.45)    

Civil war 

   

-1.66 -10.74 -9.35 -1.15 -9.91 -8.20    

    

(5.32) (7.27) (6.99) (5.29) (6.67) (6.46)    

GDP growth 

   

0.12 0.18 0.20 0.12* 0.07 0.10 

    

(0.07) (0.21) (0.22) (0.07) (0.23) (0.23)    

ODA per capita 

      

0.04 0.09** 0.09**  

       

(0.03) (0.04) (0.04)    

Trade openness 

      

0.07 0.14* 0.15*   

       

(0.06) (0.08) (0.08)    

Log(Oil per capita) 

      

-4.12 -4.98 -5.84*   

       

(2.50) (3.26) (3.32)    

          r2_w 0.05 0.06 0.10 0.09 0.13 0.16 0.11 0.19 0.21    

N 500 290 290 421 262 262 412 258 258    

          Country-clustered standard errors in parentheses 

      * p<.1, ** p<.05, *** p<.01 
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Table 2: The effect of IMF programs on bureaucratic quality in different regions using fixed-effects estimation 

 

(1) (2) (3) (4) (5) (6) 

 

SSA Non-SSA SSA Non-SSA SSA Non-SSA 

       Structural conditions -1.49 -0.71** -1.25 -0.59* -1.36 -0.68**  

 

(0.95) (0.33) (1.00) (0.32) (1.17) (0.29)    

Quantitative conditions 0.66 0.48** 0.37 0.30 0.42 0.28    

 

(0.40) (0.18) (0.41) (0.19) (0.46) (0.18)    

Log(GDP per capita) 

  

24.63 -12.59 29.48* -10.71    

   

(18.16) (8.95) (16.13) (10.15)    

Polity IV index 

  

-0.79 1.56** -0.92 1.26**  

   

(0.59) (0.62) (0.66) (0.58)    

Civil war 

  

2.10 -12.31*** 2.79 -11.55*** 

   

(16.51) (3.63) (17.08) (3.59)    

GDP growth 

  

-0.06 0.64** -0.01 0.59**  

   

(0.34) (0.26) (0.51) (0.26)    

ODA per capita 

    

0.06 0.10*** 

     

(0.11) (0.03)    

Trade openness 

    

0.16 0.04    

     

(0.15) (0.08)    

Log(Oil per capita) 

    

-3.24 -3.61    

     

(12.60) (3.33)    

       r2_w 0.14 0.28 0.26 0.43 0.29 0.48    

N 121 169 104 158 100 158    

       Notes: SSA is Sub-Saharan Africa. Estimates conditioned on IMF program. Country-clustered standard 

errors in parentheses 

* p<.1, ** p<.05, *** p<.01 
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Table 3: The effect of IMF programs on bureaucratic quality using fixed-effects estimation and sample selection correction 

 

(1) (2) (3) (4) (5) (6) (7) (8) (9) 

          IMF program -5.06 

  

-5.73 

  

-7.52 

 

                 

 

(4.60) 

  

(5.46) 

  

(5.17) 

 

                 

All conditions 

 

0.29** 

  

0.17 

  

0.05                  

  

(0.14) 

  

(0.14) 

  

(0.11)                  

Structural conditions 

  

-1.13*** 

  

-0.96** 

  

-1.05*** 

   

(0.40) 

  

(0.40) 

  

(0.38)    

Quantitative conditions 

  

0.72*** 

  

0.54** 

  

0.54*** 

   

(0.23) 

  

(0.20) 

  

(0.20)    

Non-selection hazard 2.20 2.00 3.27 1.98 3.40 5.12 2.15 2.49 4.35    

 

(2.27) (4.12) (4.14) (2.92) (6.46) (6.37) (2.84) (6.28) (6.09)    

          Control variables No No No Yes Yes Yes Yes Yes Yes 

Additional controls No No No No No No Yes Yes Yes 

r2_w 0.03 0.06 0.11 0.08 0.14 0.17 0.09 0.09 0.23 

N 413 281 281 359 254 254 250 250 250    

          Country-clustered standard errors in parentheses 

      * p<.1, ** p<.05, *** p<.01 
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Table 4: The effect of IMF programs on bureaucratic quality in different regions using fixed-effects estimation and sample selection correction 

 

(1) (2) (3) (4) (5) (6) 

 

SSA Non-SSA SSA Non-SSA SSA Non-SSA 

       Structural conditions -1.54 -0.79** -1.72 -0.60* -1.96 -0.70**  

 

(0.99) (0.38) (1.09) (0.33) (1.27) (0.29)    

Quantitative conditions 0.71 0.52** 0.49 0.32* 0.55 0.30    

 

(0.42) (0.19) (0.42) (0.18) (0.43) (0.18)    

Non-selection hazard 4.36 3.96 29.84** 0.21 35.12*** -1.13    

 

(7.84) (4.80) (13.64) (6.54) (11.68) (5.77)    

       Control variables No No Yes Yes Yes Yes 

Additional controls No No No No Yes Yes 

r2_w 0.14 0.29 0.33 0.44 0.39 0.49    

N 120 161 103 151 99 151    

       Notes: SSA is Sub-Saharan Africa. Estimates conditioned on IMF program. Country-clustered 

standard errors in parentheses 

* p<.1, ** p<.05, *** p<.01 
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Table 5: The effect of IMF programs on bureaucratic quality using instrumental-variable estimation 

 

(1) (2) (3) (4) (5) (6) (7) (8) (9) 

          IMF program -5.06 -5.75 -31.39 -5.73 -7.80 -34.16 -7.52 -8.14 -31.14   

 

(4.60) (9.92) (66.68) (5.46) (9.27) (36.02) (5.17) (8.74) (29.81)    

All conditions 

 

0.04 

  

0.13 

  

0.04                  

  

(0.56) 

  

(0.50) 

  

(0.48)                  

Structural conditions 

  

-2.82 

  

-2.84 

  

-2.76    

   

(4.96) 

  

(2.85) 

  

(2.49)    

Quantitative conditions 

  

2.57 

  

2.61 

  

2.25    

   

(5.19) 

  

(3.04) 

  

(2.55)    

Non-selection hazard 2.20 2.30 4.43 1.98 4.84 4.84 2.15 2.20 4.28    

 

(2.27) (2.41) (5.39) (2.92) (4.95) (4.95) (2.84) (2.78) (4.20)    

          Control variables No No No Yes Yes Yes Yes Yes Yes 

Additional controls No No No No No No Yes Yes Yes 

r2_w 0.03 0.03 0.03 0.08 0.08 0.09 0.09 0.09 0.10 

N 413 413 413 359 358 358 351 350 350    

F-stat: All conditions 

 

10.82 

  

10.82 

  

11.00 

 F-stat: Structural conditions 

  

30.89 

  

22.85 

  

21.21 

F-stat: Quantitative conditions 

  

9.16 

  

8.25 

  

8.35 

          Notes: All estimates are based on two-stage least squares fixed-effects regressions. Country-clustered standard errors in parentheses 

* p<.1, ** p<.05, *** p<.01 
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Table 6: The effect of IMF programs on bureaucratic quality in different regions using instrumental-variable estimation 

 

(1) (2) (3) (4) (5) (6) 

 

SSA Non-SSA SSA Non-SSA SSA Non-SSA 

       Structural conditions -2.77 -3.35* -1.96 -3.77** -2.46 -3.95**  

 

(3.29) (1.86) (3.25) (1.84) (2.93) (1.88)    

Quantitative conditions 3.17* 3.19* 3.49 3.62** 3.74 3.49**  

 

(1.81) (1.66) (3.16) (1.65) (3.35) (1.64)    

IMF program -42.61* -36.44* -53.66 -47.45** -55.61 -46.39**  

 

(24.02) (18.68) (37.37) (23.04) (38.98) (21.85)    

Non-selection hazard 10.68* 3.03 19.19 5.38 18.21 4.84    

 

(6.30) (3.51) (11.78) (4.71) (13.28) (4.06)    

       Control variables Yes Yes Yes Yes Yes Yes 

Additional controls No No No No Yes Yes 

r2_w 0.17 0.24 0.30 0.34 0.31 0.37 

N 156 257 127 231 123 227    

F-stat: Structural conditions 15.19 23.57 14.62 20.11 16.42 17.49 

F-stat: Quantitative conditions 2.75 15.47 1.29 14.18 1.14 11.38 

       Notes: All estimates are based on two-stage least squares fixed-effects regressions. Country-clustered 

standard errors in parentheses 

* p<.1, ** p<.05, *** p<.01 
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Appendices 

Appendix A: Alternative measures 

Table A1: Results using implementation-corrected conditionality  

 

(1) (2) (3) (4) (5) (6) (7) (8) (9) 

          IMF program -3.05 

  

-5.73 

  

-5.73 -7.25 -35.60    

 

(2.79) 

  

(5.46) 

  

(5.46) (10.86) (42.56)    

All conditions 

 

1.86** 

  

1.68* 

  

0.09                  

  

(0.84) 

  

(0.91) 

  

(0.62)                  

Structural conditions 

  

-2.99 

  

-4.68** 

  

-3.05    

   

(1.81) 

  

(1.99) 

  

(3.23)    

Quantitative conditions 

  

3.44*** 

  

3.42*** 

  

2.75    

   

(1.16) 

  

(1.20) 

  

(3.59)    

Non-selection hazard 

   

1.98 2.95 3.77 1.98 2.12 4.98    

    

(2.92) (6.19) (5.86) (2.92) (2.91) (5.51)    

          Non-selection hazard correction No No No Yes Yes Yes Yes Yes Yes 

Endogeneity correction No No No No No No Yes Yes Yes 

Control variables Yes Yes Yes Yes Yes Yes Yes Yes Yes 

Additional controls No No No No No No No No No 

r2_w 0.09 0.15 0.17 0.08 0.15 0.19 0.08 0.09 0.10 

N 421 262 262 359 254 254 359 358 358 

F-statistics 

       

5.78 11.60 

(Excluded instruments) 

        

3.35 

Notes: All models include the standard set of control variables. All conditions are net of waivers (see Kentikelenis, Stubbs, and 

King 2016). Country-clustered standard errors in parentheses 

* p<.1, ** p<.05, *** p<.01 
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Table A2: Results using implementation-corrected conditionality in different regions 

 

(1) (2) (3) (4) (5) (6) 

 

SSA Non-SSA SSA Non-SSA SSA Non-SSA 

       Structural conditions -9.09* -3.33** -9.70* -3.23* -1.96 -3.95*   

 

(4.75) (1.61) (5.16) (1.68) (3.25) (2.02)    

Quantitative conditions 3.53 2.43** 3.14 2.20* 3.49 3.80**  

 

(2.08) (1.19) (2.00) (1.17) (3.16) (1.87)    

Non-selection hazard 

  

25.65* 0.24 19.19 5.59    

   

(13.64) (6.04) (11.78) (5.02)    

       Non-selection hazard correction No No Yes Yes Yes Yes 

Endogeneity correction No No No No Yes Yes 

Control variables Yes Yes Yes Yes Yes Yes 

Additional controls No No No No No No 

r2_w 0.30 0.44 0.35 0.44 0.28 0.33 

N 104 158 103 151 127 231 

F-statistics 

    

14.61 13.63 

(Excluded instruments) 

    

1.29 9.88 

Notes: SSA is Sub-Saharan Africa. All models include the standard set of control variables. All conditions 

are net of waivers. Country-clustered standard errors in parentheses 

* p<.1, ** p<.05, *** p<.01 
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Table A3: Results using ICRG index of administrative capacity  

 

(1) (2) (3) (4) (5) (6) (7) (8) (9) 

          IMF program -2.14 

  

-9.36** 

  

-9.36** -11.68** -29.87    

 

(1.78) 

  

(3.59) 

  

(3.59) (5.61) (27.57)    

All conditions 

 

0.10 

  

0.11 

  

0.14                 

  

(0.07) 

  

(0.07) 

  

(0.33)                 

Structural conditions 

  

-0.40* 

  

-0.49** 

  

-1.87    

   

(0.20) 

  

(0.22) 

  

(2.11)    

Quantitative conditions 

  

0.26*** 

  

0.30*** 

  

1.85    

   

(0.10) 

  

(0.10) 

  

(2.36)    

Non-selection hazard 

   

5.05*** 3.10 4.00 5.05*** 5.27*** 7.11**  

    

(1.87) (4.27) (4.17) (1.87) (1.77) (3.43)    

          Non-selection hazard correction No No No Yes Yes Yes Yes Yes Yes 

Endogeneity correction No No No No No No Yes Yes Yes 

Control variables Yes Yes Yes Yes Yes Yes Yes Yes Yes 

Additional controls No No No No No No No No No 

r2_w 0.17 0.22 0.24 0.19 0.23 0.26 0.19 0.19 0.19 

N 421 262 262 359 254 254 359 358 358    

F-statistics 

       

8.73 18.01 

(Excluded instruments) 

        

5.49 

          Notes: The dependent variable is the combined index of bureaucratic quality, control of corruption, and rule of law, sourced from 

the ICRG dataset (The PRS Group 2015). Country-clustered standard errors in parentheses 

* p<.1, ** p<.05, *** p<.01 
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Table A4: Results using ICRG index of administrative capacity in different regions 

 

(1) (2) (3) (4) (5) (6) 

 

SSA Non-SSA SSA Non-SSA SSA Non-SSA 

       Structural conditions -0.95 -0.16 -1.29* -0.19 -0.41 -1.62*   

 

(0.59) (0.22) (0.66) (0.22) (1.56) (0.92)    

Quantitative conditions 0.29 0.19* 0.37* 0.22** 0.38 1.68*   

 

(0.21) (0.11) (0.18) (0.11) (0.87) (0.88)    

Non-selection hazard 

  

21.41** -0.41 8.27* 6.43**  

   

(8.80) (4.12) (4.52) (2.70)    

       Non-selection hazard correction No No Yes Yes Yes Yes 

Endogeneity correction No No No No Yes Yes 

Control variables Yes Yes Yes Yes Yes Yes 

Additional controls No No No No No No 

r2_w 0.20 0.43 0.34 0.43 0.21 0.34 

N 104 158 103 151 127 231    

F-statistics 

    

14.61 13.63 

(Excluded instruments) 

    

1.30 9.87 

       Notes: SSA is Sub-Saharan Africa. The dependent variable is the combined index of bureaucratic quality, 

control of corruption, and rule of law, sourced from the ICRG dataset (The PRS Group 2015). Country-

clustered standard errors in parentheses 

* p<.1, ** p<.05, *** p<.01 
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Appendix B: Descriptive statistics and variable definitions  

Table B1: Descriptive statistics  

Variable N Mean Sd Min Max 

      Dependent variables 

     

      Bureaucratic quality 506 38.40 22.86 0 100 

ICRG index 506 42.84 14.32 6.25 84.24 

      Covariates for outcome equation 

     

      IMF program 500 0.67 0.47 0 1 

All conditions 423 10.02 10.54 0 54.33 

Structural conditions 423 1.71 3.15 0 28.67 

Quantitative conditions 423 8.31 8.37 0 33.67 

Log(GDP per capita) 458 7.13 1.04 4.86 9.31 

Polity IV index 468 0.47 6.56 -10 10.00 

Civil war 506 0.08 0.27 0 1.00 

GDP growth 462 3.11 8.40 -64.05 106.28 

ODA per capita 506 37.48 54.26 -14.55 722.66 

Trade openness 459 67.09 36.23 0.36 233.94 

Log(Oil per capita) 489 0.30 0.58 0 3.39 

      Covariates for selection stage 

     

      Countries under program 434 57.02 8.71 47.4 68.17 

UNGA Vote Alignment with G7 422 0.61 0.08 0.47 0.90 

British colonial origin 506 0.30 0.46 0 1 

Reserves (in months of imports) 334 3.79 3.88 0.04 34.72 

Debt service (% GNI) 356 5.95 4.98 0.17 41.16 

Lagged GDP growth 405 3.42 4.20 -16.03 32.25 

Current account balance (% GDP) 331 -3.65 7.29 -33.50 30.33 

Hyperinflation 375 0.05 0.22 0 1 

FDI inflows (% GDP) 443 2.75 6.51 -5.99 89.48 

Log(Population) 489 16.40 1.47 12.84 21.02 

Lack of civil liberties 496 4.41 1.52 1 7 

Political globalization 501 56.09 17.90 21.00 93.45 

Executive election 414 0.08 0.27 0 1 

Competitive executive election 414 0.43 0.50 0 1 

Legislative election 414 0.18 0.39 0 1 

Competitive legislative election 414 0.50 0.50 0 1 

UNSC Membership 418 0.07 0.26 0 1 
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Table B2: Correlation table for all second-stage variables (N=290) 

 

A B C D E F G H I J K L M 

              
A. Bureaucratic quality 1.00 

            
B. ICRG index 0.66 1.00 

           
C. IMF program -0.10 -0.13 1.00 

          
D. All conditions -0.04 -0.07 0.63 1.00 

         
E. Structural conditions -0.09 -0.09 0.35 0.77 1.00 

        
F. Quantitative conditions -0.01 -0.06 0.67 0.97 0.59 1.00 

       
G. Log(GDP per capita) 0.29 0.24 -0.28 -0.13 -0.11 -0.12 1.00 

      
H. Polity IV index 0.23 0.06 0.18 0.20 0.13 0.20 0.31 1.00 

     
I. Civil war -0.15 -0.18 -0.02 -0.09 -0.09 -0.08 -0.16 -0.05 1.00 

    
J. GDP growth 0.14 0.09 0.05 0.03 0.01 0.03 -0.16 -0.17 -0.03 1.00 

   
K. ODA per capita -0.02 0.05 0.10 0.12 0.07 0.13 -0.13 0.07 -0.09 -0.04 1.00 

  
L. Trade openness 0.15 0.16 -0.08 0.02 0.08 -0.01 0.19 0.07 -0.24 0.02 0.40 1.00 

 
M. Log(Oil per capita) 0.02 -0.01 -0.20 -0.16 -0.14 -0.15 0.41 -0.12 -0.06 0.06 -0.27 -0.06 1.00 
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Table B3: Correlation table for all first-stage variables (N=261) 

 

A B C D E F G H I J K L M N O P Q R S T U V 

                       A. Bureaucratic quality 1.00 

                     B. IMF program -0.19 1.00 

                    C. All conditions -0.07 0.59 1.00 

                   D. Structural conditions -0.11 0.32 0.78 1.00 

                  E. Quantitative conditions -0.05 0.63 0.96 0.59 1.00 

                 F. Countries under program 0.07 0.03 0.21 0.27 0.16 1.00 

                G. UNGA Vote Alignment with G7 0.00 0.13 0.40 0.47 0.32 0.56 1.00 

               H. British colonial origin 0.12 -0.10 -0.08 -0.04 -0.09 -0.01 -0.27 1.00 

              I. Reserves (in months of imports) 0.19 -0.27 -0.11 -0.05 -0.12 0.08 0.08 0.07 1.00 

             J. Debt service (% GNI) 0.08 0.05 0.03 -0.06 0.06 -0.01 0.02 -0.13 -0.18 1.00 

            K. Lagged GDP growth 0.18 -0.20 -0.01 0.02 -0.02 -0.04 0.01 0.11 0.18 -0.20 1.00 

           L. Current account balance (% GDP) 0.16 -0.17 -0.14 -0.07 -0.16 0.04 -0.02 0.02 0.42 -0.24 0.10 1.00 

          M. Hyperinflation -0.11 -0.01 -0.12 -0.10 -0.12 -0.06 -0.09 -0.13 0.01 0.01 -0.22 -0.14 1.00 

         N. FDI inflows (% GDP) -0.04 -0.04 0.17 0.22 0.13 0.21 0.25 -0.11 0.05 0.10 0.28 -0.19 -0.03 1.00 

        O. Log(Population) 0.16 -0.12 -0.10 -0.03 -0.11 0.02 -0.13 0.11 0.11 -0.20 0.18 0.24 0.01 -0.16 1.00 

       P. Lack of civil liberties -0.16 -0.04 -0.12 -0.07 -0.13 -0.08 -0.32 0.13 -0.19 -0.08 0.04 0.03 -0.02 -0.06 0.20 1.00 

      Q. Political globalization 0.20 -0.03 0.09 0.17 0.05 0.13 0.24 -0.03 0.22 -0.09 0.12 0.23 -0.02 -0.02 0.55 -0.06 1.00 

     R. Executive election -0.08 0.10 -0.01 0.02 -0.02 -0.02 -0.05 -0.08 -0.04 -0.04 0.07 0.04 0.19 -0.01 0.00 0.06 0.02 1.00 

    S. Competitive executive election 0.15 0.02 0.13 0.16 0.10 0.22 0.36 -0.09 0.17 -0.16 0.04 0.09 -0.02 0.08 0.00 -0.43 0.26 -0.03 1.00 

   T. Legislative election 0.02 0.09 0.06 0.01 0.08 0.08 0.04 -0.02 -0.01 -0.02 -0.12 0.08 0.03 -0.08 0.00 0.00 0.05 0.43 0.05 1.00 

  U. Competitive legislative election 0.12 -0.02 0.10 0.13 0.07 0.14 0.33 -0.29 0.15 -0.08 0.10 0.12 0.09 0.13 0.07 -0.40 0.27 0.00 0.66 0.03 1.00 

 V. UNSC Membership 0.09 0.05 -0.03 -0.04 -0.02 -0.08 -0.05 0.00 -0.02 -0.03 -0.04 -0.04 0.03 -0.09 0.15 0.01 0.15 0.07 -0.03 0.05 0.01 1.00 
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Table B4: Variable description and data sources 

Variable Description Sources 

   

Dependent variables  

   

Bureaucratic quality Expert survey-based measure of bureaucratic quality from the 

International Country Risk Guide (ICRG). According to the 

methodology, “high points are given to countries where the 

bureaucracy has the strength and expertise to govern without 

drastic changes in policy or interruptions in government 

services. In these low-risk countries, the bureaucracy tends to 

be somewhat autonomous from political pressure and to have 

an established mechanism for recruitment and training” 

PRS Group 2015 

ICRG index Expert survey-based index measure consisting of 

bureaucratic quality (L), rule of law (I), and corruption (F) 

from the International Country Risk Guide (ICRG). Index 

calculated as 1.5L+I+F and multiplied by 50/9 in order to 

generate values between 0 and 100 

PRS Group 2015 

   

Covariates for outcome equation  

   

IMF program Binary variable indicating the presence of an IMF program 

(any active program in any year during the previous period) 

Kentikelenis, Stubbs, 

and King 2016 

All conditions Number of (binding) conditions in the previous period; a 

condition is binding if it is either a prior action, a structural 

performance criterion, or a quantitative performance 

criterion; number of conditions is divided by number of years 

in which IMF program was active  

Structural conditions Number of (binding) structural conditions in the previous 

period, divided by number of years in which IMF program 

was active; structural conditions are defined as the sum of 

prior actions and structural performance criteria  

Quantitative conditions Number of (binding) quantitative conditions in the previous 

period, divided by number of years in which IMF program 

was active; equals the number of quantitative performance 

criteria  

Log(GDP per capita) Natural logarithm of GDP per capita; GDP per capita 

(constant 2005 US$) [NY.GDP.PCAP.KD] at the beginning 

of the period 

World Bank 2015 

Polity IV index Combined index of Polity IV, defined as the democracy score 

net of the autocracy score, at the beginning of the period 

Marshall, Gurr, and 

Jaggers 2015 

Civil war Binary variable indicating the presence of a civil war 

according to the UCDP/PRIO definition at the beginning of 

the period 

Gleditsch et al. 2002 

GDP growth GDP growth (annual %) [NY.GDP.MKTP.KD.ZG] at the 

beginning of the period 

World Bank 2015 

ODA per capita Net ODA received per capita (current US$) 

[DT.ODA.ODAT.PC.ZS] at the beginning of the period 

World Bank 2015 

Trade openness Trade (% of GDP) [NE.TRD.GNFS.ZS] at the beginning of 

the period 

World Bank 2015 

Log(Oil per capita) Natural log of one plus oil production in metric tons divided 

by total population at the beginning of the period 

Ross 2013 
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Covariates for selection stage  

   

Countries under program Number of countries under any IMF program (lagged by one 

period as the indicator of IMF program itself)   

Kentikelenis, Stubbs, 

and King 2016 

UNGA Vote Alignment 

with G7 

Average vote alignment index of the country with all G7 

countries averaged over the previous period  

Strezhnev and 

Voeten 2013 

British colonial origin Binary variable indicating British colonial origin Alesina and Dollar 

2000 

Reserves (in months of 

imports) 

Total reserves in months of imports [FI.RES.TOTL.MO] 

averaged over the previous period, sourced from the QoG 

database (Teorell et al. 2016) 

World Development 

Indicators (World 

Bank 2015) 

Debt service (% GNI) Total debt service (% of GNI) [DT.TDS.DECT.GN.ZS] 

averaged over the previous period, sourced from the QoG 

database (Teorell et al. 2016) 

Lagged GDP growth GDP growth (annual %) [NY.GDP.MKTP.KD.ZG] averaged 

over the previous period, sourced from the QoG database 

(Teorell et al. 2016) 

Current account balance 

(% GDP) 

Current account balance (% of GDP) 

[BN.CAB.XOKA.GD.ZS] averaged over the previous period, 

sourced from the QoG database (Teorell et al. 2016) 

Hyperinflation Binary variable indicating high inflation above 200% in the 

previous period, underlying inflation data sourced from the 

QoG database (Teorell et al. 2016) 

FDI inflows (% GDP) Foreign direct investment, net inflows (% of GDP) 

[BX.KLT.DINV.WD.GD.ZS] averaged over the previous 

period, sourced from the QoG database (Teorell et al. 2016) 

Log(Population) Natural log of population, sourced from the QoG database 

(Teorell et al. 2016) 

United Nations 2015 

Lack of civil liberties Freedom House indicator: Civil liberties (higher values 

indicate less free countries), averaged over the previous 

period, sourced from the QoG database (Teorell et al. 2016) 

Freedom House 2015 

Political globalization Political globalization index, averaged over the previous 

period 

Dreher 2006a 

Executive election Binary variable indicating a executive election at the 

beginning of the previous period, sourced from the QoG 

database (Teorell et al. 2016) 

Database of Political 

Institutions (see Beck 

et al. 2001) 

Competitive executive 

election 

Binary variable indicating a competitive executive election at 

the beginning of the previous period (dpi_eipc==7), sourced 

from the QoG database (Teorell et al. 2016) 

Legislative election Binary variable indicating a legislative election at the 

beginning of the previous period, sourced from the QoG 

database (Teorell et al. 2016) 

Competitive legislative 

election 

Binary variable indicating a competitive legislative election 

at the beginning of the previous period (dpi_lipc==7) , 

sourced from the QoG database (Teorell et al. 2016) 

UNSC Membership Binary variable indicating whether the country was 

temporary member in the United Nations Security Council at 

the beginning of the previous period 

Dreher, Sturm, and 

Vreeland 2015 
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Appendix C: Determining the appropriate lag length 

Although the choice of lag length in a time-series cross-section model may be consequential for 

all subsequent analyses, it can be somewhat arbitrary. To address this uncertainty, we use 

Bayesian Model Averaging (BMA). BMA has the goal to identify the “best specification” of a 

statistical model, which maximizes the posterior probability on the basis of model fit and model 

parsimony. Recent literature suggests using BMA also for the purpose of identifying plausible lag 

lengths (Cranmer, Rice, and Siverson 2016).6 Theoretically, we are interested in medium-term 

effects of IMF programs and therefore define our upper lag limit at seven years. Further 

expanding the possible lag length severely limits the available observations due to listwise 

deletion.  

As control variables, we use the baseline specification, which includes the natural log of per 

capita income, democracy, civil war, and economic growth. We add to the predictor space the 

contemporaneous count of all conditions along with up to seven lags from our database. All 

models are required to include two-way fixed effects. The results indicate that IMF programs start 

to matter only after five years, if at all, and the peak effect occurs in the sixth year. We therefore 

expect IMF programs to have their highest potential impact in a six-year period.  

Table C1: Posterior inclusion probabilities for the variable ALL CONDITIONS in annual data 

All conditions PIP (%) EV SD Model 1 Model 2 Model 3 

       t 0 0.00 0.00 . . . 

t-1 0 0.00 0.00 . . . 

t-2 0 0.00 0.00 . . . 

t-3 4.6 0.0012 0.01 . . . 

t-4 0 0.00 0.00 . . . 

t-5 4.9 0.0014 0.01 . . 0.03 

t-6 12.1 0.0043 0.01 . 0.04 . 

t-7 3.8 0.0009 0.01 . . . 

       Baseline controls Yes 

     Country-fixed effects Yes 

     Year-fixed effects Yes 

     
Notes: The table summarizes the results of regressions of bureaucratic quality on various lags of ALL 

CONDITIONS and standard control variables using annual panel data. PIP (%) refers to the posterior 

inclusion probability of a variable measured in percent. EV is the posterior point estimate, SD the posterior 

standard deviation. 

 

                                                           
6
 We implement our analysis in R (R Development Core Team 2016) using the BMA package (Raftery, 

Hoeting, Volinsky, Painter, and Yeung 2015) and BMS package (Zeugner and Feldkirchner 2015). 
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Appendix D: Extreme Bounds Analysis  

Recent advances in computational power have made it possible to explore a potentially vast model 

space. As discussed in previous appendices, Bayesian Model Averaging can be used to identify 

the most probable models within that model space. As a pre-processing method, it is useful 

because it enables the researcher to limit the number of regressions to be shown without falling 

prey to bias from arbitrary selection of model specifications from the pool of control variables. In 

contrast, Extreme Bounds Analysis (EBA) does not claim to identify the best model but seeks to 

provide insights into the robustness of the estimands under different model specifications (for 

applications in the IMF literature, see, Moser and Sturm 2011; Oberdabernig 2013). 

To probe the robustness of our key findings, we conduct an EBA variant in which we permute 

over a vast set of potential first-stage specifications and examine the distribution of coefficients in 

the second stage. To keep things manageable, we fix the second-stage specification, using the 

baseline controls. When is a variable thought to be robust? There is no consensus in the literature 

on this question (see, e.g., Leamer 1983; Sala-i-Martin 1997; Sturm and de Haan 2005). We 

follow Sala-i-Martin (1997) and study the entire distribution of coefficients. Following Sturm and 

de Haan (2005), we consider variables to be robust if at least 95% of the coefficients are either 

below or above zero. This is a reasonable criterion because some models might be misspecified. 

Hence, we report the fraction of coefficients with a positive sign (pPos), along with the range of 

coefficient values (bMin and bMax). The range is a very robust statistic as it is not affected by the 

weighting that is applied when calculating a weighted-mean coefficient. Nonetheless, we report 

the mean coefficient, weighted by the plausibility of the model specification as reflected in the 

associated Bayesian Information Criterion (BIC). This is to ensure that a posteriori more likely 

models will have more influence on the average coefficient (bMean). We also report the mean 

standard error, which computes as the square root of the sum of the mean variance and the cross-

specification variance of the estimates (e.g., Rubin 1987; Stone 2004; Hlavac 2014). However, we 

consider the standard errors only as a secondary decision criterion for robustness, following the 

rule of thumb that robust variables should be significant in at least half of all models. In deviation 

from Moser and Sturm (2011), we require significance at the five-percent level (pSig95). 

An EBA basically requires the researcher to specify two sets of variables – “free variables” that 

enter each specification, and “doubtful variables” which may or may not be included in any 

individual specification. As free variables, we use the included instruments from the outcome 

stage, the excluded instruments of IMF participation – PAST PROGRAM, COUNTRIES UNDER 

PROGRAMS, and UNGA VOTING ALIGNMENT – and binary indicators for specific regions and time 

periods. Included instruments from the second stage are the log of per capita income, GDP 

growth, the log of population, population density, the dependency ratio, democracy, the initial 

value of the outcome variable, and an indicator for British colonial origin. The latter two variables 

are included because we estimate pooled outcome regressions in the EBA approach (which is 

simply a concession to time – least-square dummy variable models are much slower but would 

yield very similar results). 

In addition, we allow for inclusion of up to five so-called “doubtful variables” in each regression. 

Our doubtful variables include economic variables such as FOREIGN RESERVES in months of 

imports, CURRENT ACCOUNT BALANCE, ECONOMIC GROWTH, DEBT SERVICE AS OF GNI, 

HYPERINFLATION, and FOREIGN DIRECT INVESTMENT (Conway 1994; Vreeland 2003; Vreeland 
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2007; Bauer, Cruz, and Graham 2012), political variables such as EXECUTIVE ELECTIONS (e.g., 

Przeworski and Vreeland 2000; Dreher and Jensen 2007; Moser and Sturm 2011; Rickard and 

Caraway 2014; Nooruddin and Woo 2015), CLOSE EXECUTIVE ELECTIONS, LEGISLATIVE 

ELECTIONS (Dreher 2004; Moser and Sturm 2011), CLOSE LEGISLATIVE ELECTIONS, and 

temporary membership in the United Nations Security Council (UNSC MEMBER) to capture 

international horse-trading (Dreher, Sturm, and Vreeland 2009). We also include CIVIL LIBERTIES 

from Freedom House, POLITICAL GLOBALIZATION from the KOF INDEX, and POPULATION, seeking 

to capture the political openness of the country to international affairs beyond the already included 

measure of democracy. We place no restrictions on the possible combinations of doubtful 

variables except for the requirement that an election indicator and its respective indicator of a 

competitive election must occur together. Overall, this leads to 3,472 models in the first-stage. 

The following table shows the distribution of coefficients in the outcome stage for BUREAUCRATIC 

QUALITY as dependent variable. 

We find that past programs, countries under programs, and UNGA voting alignment are robust 

predictors of current programs. These variables are also almost always significant. Furthermore, 

the included instruments have meaningful estimates, for example, poorer countries, countries not 

currently suffering from civil war, and low-growth countries are more likely to have a program 

with the Fund. Other economic variables found to be robust in terms of their sign are foreign 

reserves, current account balance, and debt service, while the unexpected negative effect of 

hyperinflation might be due to reverse causality. Politics also matters. Consistent with prior 

research, IMF programs are more likely after elections (e.g., Przeworski and Vreeland 2000; 

Dreher and Vaubel 2004; Moser and Sturm 2011), in either branch of government. Close elections 

in either branch are associated with a lower likelihood of subsequent IMF programs. Countries 

that are more outward-oriented and that receive more attention in world politics (for example 

through membership in the Security Council) are more likely to obtain Fund assistance. Few 

variables also pass the significance test of robustness (at least 95 percent of the estimates being 

statistically significant). These are lagged IMF program, GDP per capita, and civil war (British 

colonial origin does not feature fixed-effect models but is a significant predictor in pooled 

regressions).   

Consider the implications of different first-stage models for the estimands in the outcome 

equations. Here, we only show the results from the models that include the two types of 

conditions, but all other tables are available from the authors on request. The main insight is that 

changes in the first-stage specification are not consequential. All variables (at the exception of 

democracy) are highly stable across the 3,472 different first-stage models. In particular, structural 

conditionality always has a negative coefficient. According to the EBA approach, this variable is 

robust. The same conclusion holds for quantitative conditions, which always have a positive 

coefficient. In addition, the estimated coefficient is statistically significant at the 5%-level in all 

models. The control variables (except democracy) are robust determinants of bureaucratic quality, 

as they are all meaningfully signed, keep that sign throughout all models, and are statistically 

significant. The non-selection hazard is robustly negative but never reaches statistical 

significance. 
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Table D1: Robustness of coefficients for determinants of IMF programs 

Variable bMean bMin bMax pPos seMean pSig95 nModels 

        Lagged IMF program 1.406 1.265 1.644 1 0.29 1 3,472 

Countries under program -0.07 -0.14 0.035 0.022 0.076 0.015 3,472 

UNGA Vote Alignment with G7 7.96 4.338 11.288 1 4.486 0.407 3,472 

Log(GDP per capita) -0.917 -1.174 -0.801 0 0.341 1 3,472 

Polity IV index 0.004 -0.025 0.034 0.627 0.035 0 3,472 

Civil war -0.948 -1.386 -0.806 0 0.434 0.998 3,472 

GDP growth -0.015 -0.029 0.013 0.021 0.034 0 3,472 

British colonial origin -0.928 -1.306 -0.753 0 0.373 1 3,472 

Initial bureaucratic quality -0.002 -0.003 0.003 0.043 0.006 0 3,472 

Reserves (in months of imports) -0.059 -0.079 -0.043 0 0.044 0 913 

Debt service (% GNI) 0.067 0.044 0.078 1 0.038 0.164 900 

Lagged GDP growth -0.115 -0.181 -0.087 0 0.054 0.788 933 

Current account balance (% GDP) 0.003 -0.009 0.022 0.592 0.022 0 887 

Hyperinflation -0.435 -1.025 -0.011 0 0.748 0 900 

FDI inflows (% GDP) -0.003 -0.017 0.019 0.314 0.038 0 929 

Log(Population) -0.089 -0.255 -0.006 0 0.12 0.044 908 

Lack of civil liberties -0.006 -0.11 0.062 0.378 0.156 0 885 

Political globalization 0.012 0.005 0.03 1 0.012 0.102 896 

Executive election 0.528 0.073 1.15 1 0.572 0 325 

Competitive executive election -0.599 -0.781 -0.347 0 0.364 0.058 325 

Legislative election 0.426 0.274 0.479 1 0.322 0 311 

Competitive legislative election -0.699 -0.815 -0.488 0 0.355 0.626 311 

UNSC Membership 0.369 0.245 0.491 1 0.442 0 918 

Notes: First-stage models are probit regressions with individual effects for time periods, income groups, and country regions.   
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Table D2: Robustness of coefficients in the outcome stage for different first-stage models 

Variable bMean bMin bMax pPos seMean pSig95 nModels 

        Structural conditions -0.651 -0.666 -0.633 0 0.376 0 3,472 

Quantitative conditions 0.394 0.379 0.407 1 0.172 1 3,472 

Log(GDP per capita) 6.375 6.064 6.648 1 2.728 1 3,472 

Polity IV index 0.004 -0.017 0.022 0.766 0.244 0 3,472 

Civil war -16.262 -16.787 -15.703 0 4.574 1 3,472 

GDP growth 0.349 0.342 0.359 1 0.275 0 3,472 

British colonial origin 19.442 18.915 19.851 1 3.331 1 3,472 

Initial bureaucratic quality 0.289 0.286 0.291 1 0.056 1 3,472 

Non-selection hazard -3.163 -5.704 0.017 0.001 5.615 0 3,472 

Notes: All models are pooled ordinary least square regressions with individual effects for time periods, income groups, and country regions, augmented 

with a non-selection hazard to account for the non-random selection into Fund programs. Standard errors adapted for cross-estimation uncertainty using 

(see Rubin 1987). 
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Appendix E: Specification issues 

In this appendix, we discuss some further methodological choices in our paper. These choices 

refer to the use of a level specification rather than a change specification, the issue of atheoretical 

lags, and the choice of a sample selection correction approach.  

Level specification  

The first methodological issue pertains to the choice of a level specification versus a change 

specification of the dependent variable. In fact, both specifications would be equivalent if the 

level model also contained a lagged dependent variable. De Boef and Keele (2008) formally show 

the equivalence of the following two models: 

(1) yit = a0 + a1 yi,t-1 + ß0 xit + ß1 xi,t-1 + eit 

(2) yit = a0 + a1 yi,t-1 + ß0xit + ß1 xi,t-1 +eit 

They argue that the choice of either model hinges on the preference for obtaining specific 

interpretable estimands directly from these equations. In a response to their article, Grant and 

Lebo (2016) warn against the use of the Error Correction Model (equation 2) and emphasize that 

it can only be used for either co-integrated variables or stationary variables on both sides of the 

equation.  

Other papers dismiss the usefulness of a lagged dependent variable altogether. Achen (2001) 

reveals that inclusion of a lagged dependent variable shrinks the coefficients of substantive 

predictors toward negligible values and hence induces bias. He goes on to caution against the 

inclusion of this variable unless there are strong theoretical reasons. Bellemare, Masaki, and 

Pepinsky (2015) criticize the widespread practice of “lag identification” and show that the use of 

lagged dependent variables merely moves the channel through which endogeneity biases causal 

estimates. Rather than absence of selection-on-observables, the necessary assumption for such a 

model to be identified is “no dynamics among unobservables”, which is not testable.  

Researchers often include a lagged dependent variable to mitigate autocorrelation (Achen 2001). 

In our data, empirical tests indicate autocorrelation regardless of whether we use the dependent 

variable in levels or in changes. Moreover, tests for stationarity are indecisive in our setting. On 

the one hand, they reject the null hypothesis that all panels have a unit root. On the other hand, 

they reject the null hypotheses that all panels are stationary. In the absence of clear guidance from 

empirical tests, we therefore adopt the specification that is closest to previous research to facilitate 

the comparability of our results.  

Atheoretical lags  

Most political science studies adopt a workhorse model of time-series cross-section analysis in 

which predictors affect outcomes with a one-year lag. We argue that state capacity tends to evolve 

only over a medium-term period. Short-term fluctuations in state capacity measures may contain 

rather limited information on the underlying relationships. In the worst case, they may simply 

reveal the observer biases that plagues many socio-political indicators (e.g., Kurtz and Schrank 

2008; Stubbs, King, and Stuckler 2014; Hulme, Savoia, and Sen 2015).  
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While being able to exclude a one-year lag specification, we are still unclear about the appropriate 

time frame within which specific policies may affect state capacity. Methodologists advise to start 

with a general model that includes several distributed lags of a predictor and to test for the 

significant impact of specific lags (De Boef and Keele 2008). In a similar vein, Bayesian Model 

Averaging can be used to resolve uncertainty around lag structures (Cranmer, Rice, and Siverson 

2016). We acknowledge that there remains a small bit of arbitrariness because even a BMA 

analysis requires as inputs the predictor space from which it selects the most plausible models. We 

allow for up to seven lags, arguing that this reflects a useful time horizon for related policy 

implications. Moreover, it becomes harder to identify any effect of the variables of interests 

because the set of confounders tends to grow. 

Sample selection methods  

The need for sample selection correction is apparent in our case. For example, consider political 

will as one potential source of endogeneity bias: Countries may turn to the Fund for a bailout 

program because they are willing to reform, and their willingness also has an independent effect 

on their bureaucratic quality. Any unobserved characteristics that correlate both with the 

incidence of an IMF program and state capacity mislead the inference from a standard regression.  

There are two potential approaches to address endogeneity. One is to instrument program 

participation and identify a local average treatment effect. For example, if UNGA voting of the 

borrower with the G7 happens to be a good predictor of IMF programs, it must be assumed that 

UNGA voting only affects state capacity through its effect on IMF programs (unless other 

channels are observable and hence be controlled). Moreover, monotonicity is another assumption: 

UNGA voting should homogeneously affect IMF participation across countries. While these 

requirements already set a high bar for finding good instruments, an additional complication is 

that the program indicator is binary, while instrumental variable estimation assumes linearity. 

Nelson and Olson (1978) provide the first discussion of simultaneous equation models in which at 

least one endogenous regressor is binary. However, the usefulness of these models is reduced by 

the difficulty to derive closed-form standard errors and the biasedness of second-stage estimators 

that require a “Theil-like structural variance correction” (Atwood, Joglekar, and Smith 2016). 

In light of these challenges, we opt for the second strategy of addressing the potential endogeneity 

of IMF programs. Using the so-called Heckman selection approach, we run a selection model, 

using preferably at least one excludable determinant and other correlates of program participation. 

The residuals from this model can be used to calculate the non-selection hazard, which can be 

included as an additional control variable in the outcome equation. Albeit not being perfect, this 

approach has several advantages. The inclusion of excludable instruments is not necessary but it 

improves the precision of the second-stage estimates. The Heckman selection correction also is 

the more natural approach in the presence of a binary selection indicator. In addition, it allows 

controlling for sample selection when conditioning the outcome equation on the presence of an 

IMF program. In particular, to evaluate the impact of structural conditions on state capacity, the 

natural study groups are IMF countries with these specific conditions versus IMF countries 

without them. However, these groups are both different from countries that do not experience IMF 

programs. The Heckman correction removes the potential bias from sub-sampling on IMF 

countries.  
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We acknowledge that it would be desirable to account for the potential endogeneity of specific 

types of conditions even among the group of IMF program countries. However, there are no 

instruments for specific condition types that not also predict IMF programs more generally. The 

incidence of any type of condition is highly correlated with the presence of an IMF program, 

simply because the latter is a necessary condition for the former. This beclouds the inferential 

potential of instrumental variable strategies with more than one endogenous variable.  

However, we are able to leverage a recently popularized synthetic instrumentation from the aid 

effectiveness literature (e.g., Nunn and Qian 2014; Dreher and Langlotz 2015; Lang 2016). Take 

the example of structural conditions (Sit), which we instrument by the interaction between their 

country average (Si) and the period-specific budget constraint of the Fund (Bt) (all other terms are 

to be understood in the usual sense): 

(3) Sit = ß0 (Si x Bt) + ß1 Xit + bi + ft + uit 

The instrument is relevant, as indicated by the fairly high F-statistics in our results tables. The 

instrument is also excludable because country-specific changes in structural conditionality 

deviating from its long-run average are allowed to be brought about only by decisions of the Fund 

as a whole that do not pertain to the given country. In particular, if the Fund assists more countries 

in any period, its resources will be more strained, and hence it will ask the given country for more 

conditions in order to preserve its budget (for the relationship between loan size and depth of 

conditionality, see Vreeland 2003: 55). However, there is no apparent pathway from the budget 

constraint to the bureaucratic capacity of the given country – other than through conditionality.   

In estimations with two variables on conditionality, we apply the same instrumentation to both 

types of conditions (both variables are continuous). This implies a two-stage least squares 

estimation with two potentially endogenous variables; we also allow for robust inference and 

clustering of standard errors by countries (see Roodman 2012). 

 


