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ABSTRACT

This paper extends the literature on the instihaiization of international cooperation to the
Law of the Sea, by focusing on 186 bilateral ageisithat settle joint maritime boundaries,
necessitated by the creation of the 200-mile ExaduEconomic Zone with the 1982 Law of the
Sea Treaty. About half of these agreements inaleetions of Conflict Resolution
Mechanisms, one measure of institutionalization,ifierestingly the vast majority of those
specify bilateral negotiations as the starting pfwn settling conflict. Our key finding is that
states pay attention to the cost of conflict reohs mechanisms and that less wealthy pairs of
states are more likely than more wealthy pairpexgy bilateral negotiations, the cheapest and

most flexible conflict resolution mechanism.
l. INTRODUCTION

Scholars studying the institutionalization of im&tional cooperation have paid scant attention to
the Law of the Sea, a major body of internatioaal framing the relationship between states
with regards to the ocean and its resources. Fogusi the settlement of overlapping and
adjacent maritime boundaries created by the exparngistates’ waters to a 200-mile Exclusive
Economic Zone (EEZ), this paper analyzes how the aBthe Sea frames and limits what states
can do in settling competing claims, while at tame time creating a fair bit of flexibility for
states in deciding on institutional design wheroines to states discussing how they will deal

with future conflict.

One important area of the study of institutional@a has focused on whether or not states
include specific Conflict Resolution Mechanisms (@43, into their agreements or not, and if so
to what extent they bind states to specific fuactons. Including CRMs in an agreement,
specifies how states will deal with future conflieind thus institutionalizes their interaction.
Depending on their design, states can limit tHekibility of how to solve disagreements. In
investigating the inclusion of CRMs in bilateraaties, scholars have chiefly focused on
variation in CRMs in Free Trade Agreements (FTAgs) & Namgung, 2012)or in Bilateral
Investment Treaties (BITs). For example, in theeadBITs, Allee and Peinhardt argue that
when states do not specify the venue for dispeluéon, they ensure maximum flexibility in
settling their conflicts. At the same time thoutitis flexibility can lengthen the time it takes to
solve conflicts (T. Allee & Peinhardt, Forthcomirdgy & Namgung, 2012).



This paper contributes to this debate by lookinthatinclusion and exclusion of CRMs in 186
bilateral agreements signed between 1960 and 20dtloe past 40 years and settle competing
maritime boundary claims, only 45% of which inclUdBIRs of agreements provide specifics of
the mechanism to be used. More interestingly, st majority of agreements that include any
mention of CRMs, specify that states should negotasolution bilaterally. This feature is found
in 30% of all agreements. This last point is inséireg, and put differently, given that states that
face conflict can always seek a negotiated solutidrat explains the decision to specify

bilateral negotiations as the starting point fonftiot resolution?

These agreements are framed by the Law of thev8ael) acknowledges that states often have
conflicting interests over maritime uses and wisereh disputes arise, the agreement encourages
the peaceful settlement of conflicts (Article 27®however leaves the choice of how to solve
disagreements to the states (Article 280). Beyoyidg to solve conflicts through negotiations,
states also have four more formalized and bindiagsio solve conflicts. According to Article
287, they can send disputes to the Internationblimal for the Law of the Sea, to the
International Court of Justice in The Hague, appamarbitral tribunal as laid out in Annex Il or

a appoint a special arbitral tribunal as laid ouAnnex 11l when the dispute relates to fisheries,

protection of the marine environment, marine sdieniesearch or navigation (Article 287).

The choice of a DRM lies along a continuum fronat@tal negotiation, to arbitration, to the use
of courts. For example, in the case of BITs, whatthnclude CRMs, states have several choices
for solving conflicts and which one states choodleiénces the flexibility and speed of
resolution. If states commit to international amdtibn, it speeds up the process of solving the
conflict compared to trying a case in a home cduut,at the same time, it can also increase the
uncertainty for both states. In choosing a mecmarfos solving future conflicts, two important
aspects change: the cost of conflict resolutionthrdevel of uncertainty about the outcome.
Two benefits of bilateral negotiations are thatthee less costly than more legalistic solutions
and states have a greater control over the outedmea they negotiate a solution rather than ask
a third party to decide for them.



Comparatively speaking, settling maritime boundadifers from negotiating Free Trade
Agreements (FTAS) or Bilateral Investment Trea(Rd's). For one, maritime boundary
agreements differ from BITs as they often do nolude any mention of CRMs. In addition,
instead of more institutionalized ways of settldigputes found in FTAs and BITs, the range of
options states include in maritime boundary agregsn@cludes bilateral negotiations as well as
either arbitration or use of courts as specifietheLaw of the Sea. With regards to bilateral
investment treaties, another category of prolifagpbilateral treaties, Allee and Peinhardt
(forthcoming) show that DRMs vary among the tresgtigith three categories evident. First some
states provide advanced consent to internatiobéfation, some specify specific venues for
conflict resolution and finally they note that soofehe DRMs are more formalized than other
venues. The explanation for this variation in DRIMs in the preferences of key interest groups
as well as the power differential between statég. Variation found in the type of conflict
resolution mechanisms found in FTAs, ranges frormknammitment to strong commitment. Jo
and Namgung (2012) show that pairs of democraceesare likely than autocracies to prefer
moderately strict DRMs. They also find that tradpegtners emulate each other by adopting
similar DRMs and finally that the development of thultilateral trading system has led to the
diffusion of DRMs (Jo & Namgung, 2012). The thinffekence lies in how pairs of states are
selected into an agreement. When it comes to aadenvestment treaties, states can choose
with whom to cooperate and each state can thealigtmooperate with every other state in the
system. Maritime boundary agreements, on the dthed, have a geographic dimension that
restricts the choice to being a neighborhood optialy, i.e. you cooperate with states in your
near vicinity. The only exception to that is whéatass negotiate on behalf of their dependencies,
which can be far away from the “main land”, sopeak. Fourth, maritime boundary agreements
are empirically different from FTAs and BITs in thhe two latter universally include a mention
of dispute resolution mechanisms. Hence studi€3Rils have focused on the choice of
different CRMs, while this paper is primarily fo@gson why these CRMs get included in the
first place. Finally, unlike trade and financiaragments, the maritime boundary agreements
found here have a significant legal framework gugdstates in the terms of conflict. While the
Law of the Sea provides several venues for stateslve conflicts, states retain the flexibility in

choosing a venue.

Because negotiations are less expensive and thermeatmore predictable than using courts or

arbitration, specifying negotiations as a starpot for future disputes, we argue that states are



committing to a procedure that maximizes flexigibind predictability for solving the conflict.
Of the three options, the use of courts is botly eestly and the level of uncertainty about the
outcome the highest. This last part is especially with Law of the Sea cases that find their
way to international courts, where scholars ofrimiéional law have complained that court
procedures do not create precedents for futuresies, leaving outcomes shrouded in

uncertainty (Prescott, 1986).

Empirically, Conflict Resolution Mechanisms vargieat deal, ranging from negotiation to
issuing binding commitments of a court procedureexample of which is the binding World
Trade Organization’s Dispute Resolution Mechanigrma,dispute resolution mechanism in The
North American Free Trade Agreement and the Euro@=aurt of Justice. While these are
multilateral conflict resolution mechanisms, in@e@ly scholars are looking at the inclusion
and exclusion of CRMs in bilateral agreements, Witiave been proliferating and constitute the
bulk of examples of cooperation between states€kenos, 2007). Currently, the scholarship
has three main strands. The first one focuses®muatiety of international legalization
(Goldstein, Kahler, Keohane, & Slaughter, 2000;df0enos, Lipson, & Snidal, 2001a), the
second emphasizes the design and development osGRMllee & Peinhardt, Forthcoming;
Jo & Namgung, 2012; Keohane, Moravcsik, & Slaug2e00) and finally, the third strand
seeks to explain why and how states even use theskanisms, given the inability of realists to
explain that puzzle (T. L. Allee & Huth, 2006; DayR012).

The explanatory mechanisms scholars identify varyell and are divided between those who
focus on rational institutional design (Keohanalet2000; Koremenos, 2007), those who argue
that policy diffusion explains institutional varian, i.e. that states adapt and learn from actions
by other states (Elkins, Guzman, & Simmons, 200@&n®ns & Elkins, 2004), or that states use
CRMs to make credible commitments (T. Allee & Pairtdt, Forthcoming).

Advocates of rational design identify five souroésnstitutional variation - membership rule,
scope of issues covered, centralization of tasitssifor controlling the institutions and the
flexibility of arrangements. Focusing on CRMs itater paper, Koremenos argues that
“proponents of rational design, believing that agnents are tailored to the problems they are
trying to solve, would expect more centralizedanfalized dispute resolution provisions when



at least one of the above highlighted cooperatioblpms is present” (Koremenos, 2007). The
explanatory variables they identify are distribatjmroblem faced, enforcement (incentive to
cheat), the number of actors and asymmetries artin@mg, as well as three types of uncertainty —
about behavior of other states, about the statieeofvorld and about the preferences of other

states (Koremenos, Lipson, & Snidal, 2001b).

One of the criticisms of the rational design litara is that there are a number of missing
independent variables that also might explain wana in institutional structures, including the
choice of specific conflict resolution mechanisiask of attention to specific interest who have
distinct preferences over the outcome, the relepaner capabilities of the states involved, lack
of attention to pre-existing institutions that areolved in the issue area, the possible role of
institutional path dependence and exclusion ofdlee of ideas in fostering cooperation
(Duffield, 2003). But Duffield’s strongest critigisis leveled at the rational design framework
being untestable in large-n studies, a criticismeoenos and Snidal argue is surmountable
(Koremenos & Snidal, 2003).

Scholars who have attempted to apply this the@iticigorous, but empirically untested model
have found weak support for its conjectures. Tisebelars have focused on explaining variation
in conflict resolution mechanism as that is on¢ghefmore puzzling questions for international
politics — why do states agree to limit future ops for conflict resolution. One approach has
been to look at agreements which cover the sarme m®a to minimize variation and maximize

explanatory power of often limited data, primatiigde and investment.

One way to think about why mechanisms for CRMs vautp acknowledge that states put
different weight on issues relating to their mamii areas based on the domestic saliency of the
issue. In their work on issue saliency, Hensel.€P@08) argue that six indicators matter to
explain the saliency in maritime claims: “(1) memi¢ borders extending from homeland rather
than colonial or dependent territory; (2) a €tgét location of the claimed maritime zone; (3)
fishing resources within the maritime zone; rdyratory fishing stocks crossing into and out
of the maritime zone; (5) the known or suspegi@s$ence of oil resources within the maritime
zone; and (6) relation of the maritime claim toocagoing territorial claim (involving maritime

areas extending beyond either claimed coastalasror a claimed island)” (Hensel, Mitchell,



Sowers Il, & Thyne, 2008). l.e. the more saliergarts are, the more likely states are to include

CRMs. We incorporate these ideas into our empiaoalysis as discussed below.

This study adds to the literature on internationstitutions by focusing on the Law of the Sea,
an understudied area within political science. &yking at the institutionalization of an area that
has a well-developed body of international law u@lg it, it also adds a new dimension to the

study of CRMs, which so far has focused on theirati@n but not their inclusion.

The paper will proceed as by next discussing nmagitooundary agreements and the Law of the
Sea. We then discuss our data, our hypotheses atidology before discussing our findings.

We finally advance some concluding thoughts.
. MARITIME BOUNDARY AGREEMENTS

The Third United Nations Convention on the Lawhs Sea (LOS) was signed in 1982, after
more than a decade of negotiations. It has beariled as the best developed body of
international law (Burke 1994) and it currentlyrames all negotiations around ocean areas.
LOS came into force on November 16, 1994, a year &uyana became the'dstate to ratify
the treaty. As of January, 2013, 165 states haifeechit, with a notable exception being the
United States.

The Law of the Sea created the 200-mile EEZ, withiich a coastal state has sovereign rights
to explore and exploit, conserve and manage natesalirces in the water, seabed and subsoil
(Article 56 and 57). The agreement, however, didsettle the question of what states should do
either when EEZs either overlap when states asetles) 400 nautical miles apart or when two
nations have adjacent economic zones. The treatgnized the fact that the creation of the
200-mile EEZ had the potential to create confli@sveen nations where the EEZs were less
than 400 miles apart and where adjacent countadgdextend their physical boundary into the
ocean. Specifically Article 15 allows states tarléhe median line as the maximum while states
are negotiating. The article also envisions histolaims and special circumstances will
influence the final boundary, without specifyingaely how states should apply these principles
in practice. Hence, given that LOS does not progidpecific solution as to how to divide
overlapping maritime claims, most states have ants@egotiate treaties bilaterally to settle the

property rights to specific areas of the oceanfagowith only a handful of exceptions, states



have negotiated the boundary agreements bilatefidily handful of exceptions have been
settled either by arbitrators, the Internationali@of Justice in The Hague or more recently the

International Tribunal for the Law of the Sea.

Essentially, Article 15 (United Nations, 2013) sigby urges states to cooperate, but leave the
specifics of that cooperation on the shoulderfiefdtates, with vague references to equidistance,
equality and history. In essence, this is ideabkfdutions based on bargaining, which then

fosters agreements that vary significantly.

Even though there is a great deal of variatiomendontent of the agreements, there are certain
things that remain constant. Bilateral agreemeold the number of actors constant at two and
their goal is essentially to settle the same tyfjpmoaflict — where to draw a line in the ocean that
delineates property rights over resources in thema@lumn, under the ocean floor and mining
in the ocean floor. But despite the fact that theeaments have some of the same parameters,
they vary a great deal from only really listinged ef coordinates to elaborate discussions of

future cooperation over joint resources.

Settling maritime boundaries differs in severaldamental ways from drawing terrestrial
boundaries. First, scholars have found that astadal administrative frontiers influence the
settling of land boundaries, by comparison the n@®mtains no such visible reference points
(Carter & Goemans, 2011). Second, most maritimafares have been settled by pairs of
independent states, as opposed to being drawnlbyiabpowers. Third, while there are three
ways to solve maritime boundary conflicts, morentB8% of them have been settled through
bilateral negotiations. Besides bilateral negatiadi states can either refer their case to the
International Court of Justice (ICJ) or they caly an a third-party arbitrator to reach a solution.
Of the settled boundaries in our study, the ICJd#eteleven boundaries and third-party
arbitrators helped negotiate nine agreements. king to consider though is that even when the
agreements were settled either by the I1CJ, thenatienal Tribunal for the Law of the Sea or
through a mediator, the end result is a negotiaggdement. When conflicts involve a third party
—the ICJ, the ITLOS or a mediator/arbitrator,appens after negotiations begin and the role of
the third party is to foster further negotiatioRgially, the number of possible agreements is to a
certain extent predetermined by the number of magiboundaries in the world. In all there are
about 417 maritime boundaries and boundary segnretite world, of which 45%, have been

settled, primarily though bilateral negotiations.



1.  RESEARCH QUESTIONS

So what explains the why some agreements cont@iRM clause, while others do not? Building
on the literature discussed above, we identify s\mossibilities. First, the international

political economy literature has identified a pafidemocracies as cooperating more often than a
pair of states that include authoritarian regindegditionally, democracies are also more likely

to engage in trade. The underlying logic is thaidose democratic governance is more
transparent than governance in authoritarian stetese are higher levels of trust between
democracies (Jo & Namgung, 2012; Russett & On@&&8I9) Following that, we expect

agreements signed between two democracies to $ékely to contain CRMs.

We also think states consider the cost of diffeogtions for conflict resolution. Given that
bilateral negotiations are the least costly wagdtile a conflict, we hypothesize that the wealth
of the pair of states matters. That is, while wealtates can afford more institutionalized
CRMs, poorer states will want to ensure that thay sut of the more formalized CRMs

identified by the Law of the Sea.

On a related note, we think the difference in wealight also matter. Economically weaker
states have relatively higher stakes in securiegetfonomic benefits from resource exploration
in the EEC. They therefore should therefore insmsgreater protections for their claims. Thus,
greater differences in wealth should make it mikay that a CRM clause is included into the

agreement.

We also think the outcome states decide on cangbribe inclusion of whether or not states
want to specify negotiations as a starting poinctinflict resolution. Using a new dataset which
measures the distributive outcome of the negotiatios-a-vis the median line, we predict that
as the negotiated boundary moves further away fremmedian line, states will be more likely
to specify negotiations as these divisions mightrioee contentious than settling along the

median line.

Existing and potential resources in the area imibgestates’ valuation of the future, but the main
type of resources — fisheries and oil — createsthfiit expectations of the future. Given that states
cannot really access sub-marine oil deposits pripperty rights, i.e. an agreed upon maritime
boundary, to the area have been settled, we eagestments that cover areas where the

likelihood of finding oil is either high or confired to be more sensitive to future conflicts and



hence include CRMs than states without oil. Givenrhobile nature of fisheries, state can and
do cooperate on managing fisheries resources wieitling a boundary. But the quantity of

fish states catch varies a great deal, hence wecespates that are significant fishing nations to
be more likely to include CRMs. One thing to nae¢hat fisheries data is only reported by the
guantity caught, there is little or no informatiavailable about the value of the particular catch.
As fisheries are very heterogeneous with regardsack and their price, one cannot assume that

fishing state which catch a lot of fish are necelsmaking more money of their fisheries.

Settling territorial boundaries has been showmtogase trade (Elkins et al., 2006; Simmons &
Elkins, 2004), and trade has been shown to dectbadikelihood of conflict between states
(Russett & Oneal, 1999). Trade forges linkagesitiaease levels of trust and therefore we

expect the pair of states who trade more to beimeised to include CRMs.

While the majority of maritime boundary agreemeants signed by independent states, a subset
of these agreements includes either one or twordiEpeies. Negotiating for a home boundary
versus a boundary for a dependency affects thensaliof the issue for the negotiating state
(Hensel et al., 2008). Home boundaries are morendand states might be more willing to
spend resources on more institutionalized CRMslengtates would like to minimize the cost of
settling conflict on behalf of dependencies. Wedfare expect maritime boundaries that

include dependencies to be more likely to inclutRMS that specify negotiations.

In some maritime boundary areas, states have detisorial disputes in the area. Where there
are such disputes, we expect states to be morerpetss about the future and therefore include
a CRM clause. In addition, we also think that stakat have fought wars might have a more
difficult relationship and a pair that has foughwar should be more likely to include CRMs in

their maritime boundary agreements.

We expect power differentials to matter. In eanierk we have found that relatively weak

states tend to hold out for agreements that ddwmdttheir interests. In the same vein, we expect
that weak states seek to protect their gains mgdechuding a CRM into the agreement. We
therefore expect that a larger power differensadssociated with a greater chance of including a
CRM (Asgeirsdéttir & Steinwand, Working Paper 2Q13¢nce we expect that with a larger
power differential, weaker states will be reluctamsign agreements that do not contain any

safeguards in case of future disputes, which wdluce the uncertainty about the future.



Finally, we expect agreements signed after the abtlve Sea opened for signature in 1982 to be

more likely to include CRMs, suggesting that thersome diffusion over time.
IV. CODING OF THE AGREEMENTS

Using a new dataset that codes all content of aggats that settle the location of maritime
boundaries, this paper explores factors that infteehe inclusion of CRMs. The agreements
were coded by one of the authors and two undergtadiiudents at Bates College. The coders
were trained and supervised by the author. Duhiegitme of the coding, the students also did
regular validity checks on their coding, discusary discrepancies with their supervisor before
making the final coding decision. In addition talew for the presence or absence of mention of
CMRs, the coders also coded for how prescriptieseicodes were. For example, did an
agreement specify the nature of the CMRs, for exanhe use of arbitrators, mediators, courts
or bilateral bargaining? They also coded for stiems as whether or not the agreement
mentioned oil and fisheries resources in the aed,if so what (if anything) the states should do

with them.

At their core, maritime boundary agreements amikgly simple agreements as the goal is
always for the pair of states to decide where toateate a line in the water. But beyond that,
the agreements show a remarkable variation in Wieadgreements contain beyond the
geographic coordinates. Some agreements are gaitsesand include only a list of geographic
coordinates, while others specify how states shsalde conflicts over fishing resources,

potential oil development and how future conflist®uld be handled.
V. METHODOLOGY

A sizable number of agreements mention conflicbltg®on, and specify some form of strictly
bilateral procedure based on negotiations. For pkamgreements frequently state that conflicts
should be solved by “peaceful means”, or througkgtiations”, or refer to Article 33 of the

UN charter (which calls on parties to settle défeces with peaceful means). We code these
cases as 1. Agreements that do not mention any @RMpde as zero. There is also a
comparatively small number that goes beyond spegfyegotiation as main venue for conflict

resolution. The gamut of diplomatic tools rangesrfiforming an ad-hoc “commission of



experts” or an “arbitration tribunal” to referriige conflict to the International Court of Justice.
Of the 186 agreements in our dataset, 56, or 30.%peeify some sort of negotiation procedure
as CRM. Twenty agreements in our dataset have omd that go beyond negotiations
(10.75%). As we argue above, the implementaticanahstitutionalized CRM is costly and
reduces flexibility when dealing with future disagments. We believe that these forms of CRM
are systematically different than those callingrfegotiations. Owing to this and their small

number, we leave these cases out of the analystardingly, our dependent variable is binary.

The first independent variable captures how thedtates draw the boundary line relative to the
status quo. As we describe in more detail elsewffsgeirsdottir & Steinwand, Working Paper
2013), the LOS provides that absent of a bilategatement, the median-distance line acts as
recognized boundary between two bordering statesorlingly, we sum up the percentage of
territory that falls to either side of the mediarel We code the variable as zero if the new
boundary falls entirely to one side of the mediae bnd 100 if there is an even split (i.e.
deviations to one and the other side cancel edwdr out, or the parties agree on the median

line).

To capture joint democracy, we rely on Polity IMaladollowing the Polity approach, a
democracy is defined as having a combined polityesof 5 and higher (Marshall, Jaggers, &

Gurr, 2010). We include a dummy when both counines dyad meet this cutoff.

Economic self-interest is an important driver obperation. We include a variable that measures
total trade per capita of both countries in theddyéhe raw trade data stems from the Correlates
of War Project Bilateral Trade (v3) data (Barbi&shk, & Pollins, 2008; Barbieri & Keshk,
2012). Next, we use a dummy that takes on a vdlddfdhere are hydrocarbons present in the
water column. This is a forward looking measum, it. captures the need to cooperate over oll
exploration, as opposed to existing oil productibine data is from The Petroleum Dataset
(Lujala, Ketil Rod, & Thieme, 2007).

For a variable that captures fishery interestsusesthe Food and Agricultural Organization’s
FISHSTAT database. It contains the type and quaatitatch of each state across time (Food

and Agricultural Organization, 2012). Unfortunatétys dataset does not provide estimates of

! Although we do have the information necessary for constructing a more fine-grained categorization of different
forms of conflict resolution mechanisms, there is not enough variation in the data to systematically explore those.



the value of the catch. Accordingly, we include Wiodume of both countries’ fisheries into the
analysis. Efforts to enforce agreements are caatigl,the provision of dispute resolution
mechanisms therefore should be driven by the dveaiénce of cooperation over maritime
boundaries.

Wealthier countries can better afford institutidpalrticulated CRMs, whereas poorer nations
should prefer flexible and less expensive meamiesd with disagreements. To capture this, we
take GDP data from the World Development Indicatarsl calculate the total sum of GDP per
capita in the dyad. A somewhat different argunagmlies to differences in GDP. Economically
weaker countries have a lower capacity to monigpe@ment implementation than richer
countries, and they should assign greater econsafience to compliance. Both should lead
them to care more about including CRMs into an eent. We capture these incentives using
the absolute difference in GDP between the cowsjtnermalized by the total sum of their

GDPs. This variable can take on values betweerd an

Issues salience can also be affected by goverrsinagure. A number of agreements in our
analysis were negotiated by former colonial povegrdehalf of a dependency. These
metropolitan powers might find it too costly to eigg in active conflict resolution. To capture
this, we include a dummy variable that takes tHaeva if any of the two countries in a dyad are

a dependency.

From a realist perspective, power is a main drofestate behavior. Power differentials raise the
issue of commitment problems, especially as stroogentries might be unwilling to stick to the
terms of boundary agreements. To measure powerelifials, we rely on the National Material
Capabilities Version 4 data (Ghosn, Palmer, & Brer2@04; Singer, Bremer, & Stuckey, 1972).

Territorial conflict and a history of altercatiomsolving the threat or use of force are
impediments to peaceful cooperation. Generallys#tdement of international maritime
boundaries is relatively peaceful, but some argas where territorial disputes include maritime
areas, rocks and islands. We therefore includeiabla that identifies existing conflicts over
maritime claims based on the CIA’s World Factbobénse security relations between countries
will impede cooperation in other issues area. poiriéo the track record of bilateral relations, we
turn to the Correlate of War Project’s Militarizederstate Dispute data (Ghosn et al., 2004). A



dummy variable is coded as 1 if a MIDs involved #lctual use of force over the last 10 years, as

opposed to a mere threat or display of force.

The last set of variables relate to the Law ofSkas. The treaty was opened for signature in
1982. Though it only achieved the status of inteomal law with sufficient member countries
ratifying it in 1994, we expect that it exertediafluence on settlement practice starting in 1982.
To capture this, we include a dummy variable tmatiges a separate intercept for agreements

that were created in 1982 or later. In the nexti@ecwe discuss our findings.
VI.  FINDINGS

Accounting for missing data in the independentatales and without the handful of cases that
feature more articulated CRMs, we have 140 agretsmerthe analysis. This number drops

further to 125 when we include our measure of déffiee in capabilities. Since the capabilities
variable does not substantively change our estsnate is itself not statistically significant, we

report our main results without difference in capeds.
[Table 1 about here]

Table 1 gives an overview of the estimation resMife begin with the results that are strongest
and well in line with our theoretical consideragoiRicher pairs of countries are less likely to
specify negotiations in boundary agreements. Tdwgiens our expectations that poorer

countries seek to prescribe negotiations as CRahiaffort to avoid more costly institutional
venues specified in the LOS. In the data, eachO®lg@crease in GDP per capita is associated on

average with a 1 percentage point increase inribieapility of including a CRM (figure 15.

Power also plays an important role. Agreementsuieaé negotiated by patron governments on
part of a dependency are more likely to includeRMCOn average, these agreements have a 23
percent greater chance of requiring negotiatiomse@ans to address disagreement. Thus, we
have evidence that in delegated negotiations, doleatrons seek to preserve flexibility for the
future and try to avoid the costs of implementing@e detailed conflict resolution mechanism.
Our second measure of power differentials, diffeesim GDP per capita, tells a similar story.

Though the variable only achieves moderate stegissignificance=0.069), a 10 point change

Al predicted probabilities are calculated holding the baseline probability of inclusion of a CRM at the observed
sample mean, 37.4 percent. Figure 2 shows predicted marginal effects with 90 percent confidence bands.



in the difference of the two countries’ GDP peritafon a 0-100 scale) is associated with a 2.2
percent increase in the likelihood of having a CHdr example, when we compare a pair of
countries with equal GDP per capita (a O pointedéhce) and a pair where one country has
double the GDP than the other (a 33 point diffeegnthe uneven pair has a 7.3 percentage point
greater likelihood of including a CRM into theirragment. Clearly, if the economic power
differential is large, the involved parties seelpteserve more flexibility for the resolution of

future conflicts.

Turning to how states draw their maritime boundemy, we find that agreements that are closer
to the status quo (the geographic median line aslatad by the LOS) tend to include more
CRMs. Substantively, for each 10 points move towdhe status quo (on 0-100 scale), the
probability of a CRM calling for negotiations inases by about 2 percentage points. This runs
counter to our initial expectation that agreemdéimés deviate from the status quo are more
contentious, and therefore the involved partiestw@preserve flexibility and spell out
negotiations as default mode of conflict resolutibis possible that we start from the wrong
premise. When countries that have more contentelaions are more likely to hew close to the
status quo, status quo outcomes could be assoedtedore flexibility. However, in previous
work we found that agreements are that are fudthery from the status quo are more difficult to
achieve (Asgeirsdéttir & Steinwand, Working Pap@t3). One challenge in pinning down the
causal story lies in the contextual nature of braltrelations and the strategic logic that often
drives observable behavior. While informed obsexwsually can identify whether a pair of

states are friendly or not, finding variables ttediably capture this relationship is difficult.

As last variable, the dummy for years after 1988s@s conventional cut-offs for statistical
significance by just a bipE0.057). The effect is positive, and substantivelgortant. After

1982, the likelihood of including negotiations adyoCRM into boundary agreements increased
by 13 percent. This is as we expected. With tgeature of the Law of the Sea in 1982 the
international regime governing maritime boundahad taken shape. Its menu of institutional
conflict resolution mechanisms established an esgiea that conflicts that could not be
resolved through bilateral negotiations would balideith through binding arbitration or come

in front of the International Court of Justice. Gwidence shows that countries sought to
preserve flexibility in dealing with future disagraeents by increasingly prescribing negotiations

as only conflict resolution mechanism in their riaré boundary agreements.



A number of variables did not behave as expectedn&mic self-interest does not appear to
influence the choice of conflict resolution mectsani Neither oil in the water column, nor the
presence of fisheries, nor overall bilateral tradee a statistically discernible effect on incluglin
a CRM. Interestingly, the same is true for varialileat are either associated with cooperation or
directly capture antagonism. Pairs of democradiesat more likely to require negotiations than
pairs of countries including one or more non-derao@s. In addition, neither competing
territorial claims in the affected sea area, nbistory of recent armed confrontation has an

influence on the inclusion of CRMs.
VII. CONCLUSIONS

This paper is the first attempt to explain variatio the inclusion of conflict resolution
mechanisms found in agreements that settle congpetaritime boundary claims. The study of
cooperation around ocean areas is unique in tiefrdamed by the Law of the Sea. This well-
established body of international law both franfesinteraction of states around an issue area
but also gives states a great deal of flexibilltp@at how to boundary conflicts, while only
allowing states to claim the median line in theeadze of a settlement. Using a new dataset that
includes both the distributional outcome of theate&dions as well as content coding for 186
agreements, we find that states solve these ctmiia variety of ways. In some cases they
decide the median line suffices, while in otheresashe distributive outcome is much more
uneven. Content-wise, only about half of the ages@sreally anticipate the possibility of future
conflict over a maritime boundary, and of the agrests that do, states interestingly enough

bind themselves to the cheapest and most flexiBIBl(hilateral negotiations.

We have three interesting findings. First, undesthcircumstances, our findings suggest that
states think about the cost of different ways d¥isg conflict resolution, with pairs of poorer
states more likely to specify bilateral negotiai@s a starting point for conflict resolution rathe
than wealthier states. The attention to cost i3 @alsible in pairs of states that include
dependencies, i.e. states who control dependea@asore likely to want to minimize the cost
of conflict resolution by specifying bilateral negions. Finally, our finding with regards to the
relationship between the distributional outcome @radinclusion of CRMs in agreements runs
counter to our hypothesis that more uneven settiesteould be more likely to have future
conflicts. Instead we find that states who setta@the median line are more likely to include

CRMs specifying negotiations.



Our research suggests that we should think moretdbe cost of the various mechanisms for
solving international conflict and how states mapto protect themselves from very costly
CRMs in the future.



Appendix

Table 1: Probit, inclusion of conflict resolution mechanism

Settlement even, 0-100 0.00776
Two democracies -0.381
Oil discovered 0.258
Fisheries -1.01
Bilateral trade 0.363
Total GDP, per $1000 -4.02e-05
Difference in GDP, percent 0.911
Dependency 0.958
Territorial dispute 0.0144
Armed conflict, last 3 years -0.362
1982 and later 0.539
Constant -0.719

Figure 1: Substantive effects of variables

Settlement even, 0-100 — ——

Total GDP, per $1000 —

Difference in GDP, percent — —

Dependency —

1982 and later —
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