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Abstract

This paper explores the motives behind the formation of intra-African regional integration agreements
(RIAs). We aim to see whether rent-seeking can be identified as a statistically significant driving force
of African integration. The traditional reason for economic integration, the static and dynamic effects,
predict no or even a negative effect on welfare. Moreover, many of the new regionalism theories are
conditional on strong economic integration. Rent-seeking behavior and the regime boosting hypothesis are
two exceptions. Not only can they credibly explain the proliferation of African trade agreements in the
absence of a positive effect on welfare, they can also explain the lack of progress in clearing away the many
obstructions to regional trade.

Because most African agreements involve more than two partner countries, the decision to enter a RIA
cannot be analyzed by examining agreements between pairs of countries. Instead, we propose regressing
whether a country is a member of a certain agreement on the characteristics of both country and agreement.
We find that corruption does have an effect on the willingness to join RIAs, but that it is strongly dependent
on the level of GDP. Moreover, there is evidence that for a given level of GDP, the effect of corruption is

non-linear.

JEL: F53 C23
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1 Introduction

Regional integration has been very popular in Africa
over the last 50 years. Every country is part of
at least one regional integration agreement (RIA),
and on average an African country is member of
four agreements (The World Bank, 2005). Yet, it
is hard to reconcile this enthusiasm for regional in-
tegration with its results. Practically all indicators
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(apart from the number of agreements) show that
African economies are barely integrated at all. Tariff
reduction schemes are backlogged, rules of origin are
extremely restrictive and cross-border transportation
facilities are either inadequate, or missing altogether.
As a result, the level of intra-regional trade of most
RIAs in Africa barely exceeds the 10% (relative to
around half of all trade in NAFTA or the EU-27),
and in some cases it even fell after signing the agree-
ments (UNU-CRIS, 2006).

What is especially confusing is that the reasons for
African integration have never been very compelling
to begin with. First of all, most African countries do



not produce any of the products that are of interest
to neighboring countries. The bulk of African trade is
with developed economies, in particular with the Eu-
ropean Union. The African trade patterns are not
complimentary and static analysis warns that this
will most likely result in trade diversion and hence
lower welfare.

The dynamic effects of RIAs are also unlikely to
be strong. Creating a unified African market means
circumventing or breaking down many barriers to
trade: a deficient transportation network, different
legal systems, different languages... even in the best
case scenario, the costs of unifying these markets out-
weigh the benefits in the short and medium-long term
(Yeats, 1998). All of this makes it difficult for tradi-
tional economic theory to explain the proliferation of
African free trade agreements. Similarly, most of the
theories lumped together under the banner of new
regionalism lack persuasiveness. Locking in reform,
raising policy credibility and strengthening regional
stability all require strong economic integration or
are impeded by the lack thereof.

The regime boosting hypothesis (S6derbaum,
2004) and rent-seeking behavior are two exceptions.
They can account for the strong interest in integra-
tion in the absence of a positive effect on welfare, as
well as for the failure in breaking down any of the bar-
riers to trade. The regime boosting hypothesis states
that governments in a tenuous political position will
use the act of signing RIAs as a way to gain legiti-
macy abroad and attract funding. Regional integra-
tion can also be used to set up domestic rent extract-
ing mechanisms. The agreements bestow extensive
powers on the negotiating parties, which combined
with the absence of an increase in welfare creates an
ideal environment for lobbying and bribery.

Bringing corruption into the analysis means that
the government can no longer be seen as a mono-
lithic actor trying to maximize social welfare, but
rather as a collection of agents with their own ob-
jectives. Grossman and Helpman (1995) provide a
useful framework for studying the negotiations of in-
ternational agreements in such a setting. In the first
stage, the government agents interact with domes-
tic power groups in order to form the policy pref-
erence set. Those preferences are then played out

against each other internationally. The corollary of
their model is that the more corrupt the government
is, the more RIAs it will try to close in order to max-
imize rent extracting capabilities.

While there exist ample examples of RIAs mis-
used in this way, the evidence of rent-seeking being
a driving force of integration remains largely anec-
dotal. The goal of this paper is to see whether it
can be identified as a statistically significant influ-
ence on the decision to enter a free trade agree-
ment in Africa. In doing so, it builds on papers
by Mansfield, Milner, and Rosendorff (2002), Baier
and Bergstrand (2004), Endoh (2006), Wu (2006)
and Marquez-Ramos, Martinez-Zarzoso, and Sudrez-
Burguet (2009) that try to determine the reasons
behind the formation of regional integration agree-
ments.

This paper differs from those listed above mainly
in two ways. Firstly, the focus of this paper is intra-
African integration attempts and problems that are
particular to this continent. Secondly, with the ex-
ception of Wu (2006), the papers above study re-
gional integration in a bilateral setting, focusing on
agreements between country pairs. However, the
structure of African RIAs does not lend itself to be
analyzed in this way since most agreements involve
more than two partner countries. Moreover, the bi-
lateral approach ignores the problem of overlapping
agreements. As a solution, we propose using a multi-
lateral approach: regressing whether or not a country
x is member of agreement z on the characteristics of
both. It means looking at integration from the point
of view of individual country trying to decide whether
to join a certain RIA.

The remainder of this paper is organized as follows.
Section two discusses different reasons for economic
integration and their merits and demerits in explain-
ing African integration. Section three expands on the
idea of rent-seeking as a driving force of integration.
Sections four and five cover the econometric method
and data used and section six discusses the results.
Section seven concludes.



2 Irrational exuberance

A logical place to start examining the potential rea-
sons behind the formation of regional integration
agreements are the respectively short and long term
static and dynamic effects. In recognition of the fact
that the advantages and disadvantages of forming
RIAs go beyond changes in trade patterns, the anal-
ysis is then further expanded to cover the effect of
integration on regional cooperation, political stabil-
ity, reform credibility and negotiating power.

2.1 Static effects

In his seminal work, Viner (1950) states that lowering
the barriers to trade on an imported good only for
a specific group of partner countries will have two
conflicting effects on domestic welfare: trade creation
and trade diversion. Whether a RIA will raise or
lower welfare depends on the relative size of these
two effects over all sectors covered by the RIA.

Trade creation will be higher when (i) the coun-
tries traded a lot before the agreement, (ii) domestic
trade was higher before agreement and (iii) the ex-
port structure of both countries is compatible. The
latter entails that they export, or are capable of
exporting different goods to each other (McCarthy,
1994). Baier and Bergstrand (2004) add to this rea-
soning that when transportation costs are taken into
account, the relative distance to the rest of the world
also plays a role. The higher the transportation costs
to the rest of the world, the lower the opportunity
costs of forming a RIA and the smaller the probabil-
ity of trade diversion.

The problem with African integration is that cur-
rent and historical trade patterns indicate high trade
diversion and almost no trade creation. With the ex-
ception of South Africa and a few other more devel-
oped nations, exports are focused on primary goods,
while imports are for the most part manufactured
goods. The non-complementarity in African trade is
high and even under the most favorable assumptions
not likely to change rapidly (Yeats, 1998). Export
infrastructure is aimed at the developed world, and
local trade infrastructure is either missing or inade-
quate, suggesting that the distance with the rest of

the world in terms of transportation costs is relatively
small (Yang and Gupta, 2007).

African countries trade little with each other, both
before and after integration. Nevertheless, a number
of authors find that African countries do not trade
too little. Foroutan and Pritchett (1993) find that,
given their level of development, distance from each
other (both physically and in terms of trade costs)
and a number of other factors, the predicted trade of
African countries does not deviate significantly from
actual trade. In other words, the lack of trade poten-
tial can completely explain the low degree of intra-
African trade. However, Iapadre and Luchetti (2010)
show that African intra-regional trade is much higher
than simple measures of intra-regional trade make
seem. Furthermore, using a corrected measure of
intra-regional trade (the regional trade introversion
index) they find that African trade is increasingly
becoming inward-oriented. Nevertheless, this reori-
entation is “not so much the result of successful inte-
gration policies as the unavoidable outcome of prob-
lems in extra-regional trade” (Tapadre and Luchetti,
2010, p.8).

2.2 Dynamic effects

As shown in the last section, static analysis predicts
no, or even a negative effect of integration on wel-
fare. However, this was broadly recognized from the
onset. The argument for African integration was cen-
tered on the dynamic gains, notably the economies
of scale induced by creating an intra-African market
(McCarthy, 1994). However, this argument is not
without its flaws.

“Imagine subdividing Belgium into forty-something
independent countries, each with its own isolated
goods and factor markets, a different public adminis-
tration, currency, language, fiscal and monetary au-
thorities, army, plus a very inefficient inter-country
transportation network. FEconomists would contend
that the welfare of individuals would surely be re-
duced.” (Foroutan, 1993, p.234)

While at first glance the quote from Foroutan reads
like an argument in favor of regional integration, it
also encapsulates the two biggest problems with this
idea. First of all, even if we were to unite all sub-



Saharan markets, the combined GDP would still be
small, especially given the size of the African con-
tinent. For instance, in 2009 the combined GDP of
all sub-Saharan countries roughly equaled that of the
state of New York. Secondly, in order to fully inte-
grate, a slew of problems would have to be conquered:
different languages, currencies, rules and regulations,
practically non-existent transnational transportation
facilities... Circumventing or breaking down these
barriers to trade is extremely expensive in time,
money and human capital.

The cost of attaining the level of integration that
is needed to produce economies of scale greatly out-
weighs its benefits in the short and medium-long
term. The question then becomes: “do African coun-
tries really have the option of favoring high cost rel-
atwely inefficient regional exports over the next two
or three decades in the hope that local industries will
eventually become internationally competitive, and
the export base will expand?” (Yeats, 1998, p.75)

To exacerbate the problem, the distribution of the
benefits of bilateral trade liberalization is highly un-
even. Most agreements are dominated by a hegemon:
a country whose GDP is the multiple of that of other
members, that is more industrialized, has higher tariff
rates and often is the sole producer (Carrere, 2004).
As a result, trade diversion will be high with most
benefits accruing to the hegemon, leaving the smaller
partner countries to pay for its increase in welfare.
Moreover, the location theory developed by Krugman
and Venables (1989) predicts that removing barriers
to trade in this setting will lead firms to relocate to
the biggest market. Especially when those barriers
are taken down gradually. Combining distributional
effects with the limited impact on trade and growth
means that regional integration in Africa becomes a
near zero-sum game. That these distributional prob-
lems are not without consequences, was all to clear in
the East African Community (EAC) where they led
to its dismantlement in 1977.

The negotiations of more recently formed RIAs
have been centered on these distributional problems.
Various compensation mechanisms have been con-
cocted, but finding an efficient, non-distortionary sys-
tem is not an easy task (Foroutan, 1993). Addition-
ally, rules of origin and exemption clauses are in-

creasingly used to prevent regional competition and
often end up negating the benefits of trade liberaliza-
tion altogether. This was especially noticeable in the
Southern African Development Community (SADC),
where the initially simple rules of origin have be-
come ever more convoluted as more and more sectors
sought protection (Flatters, 2002).

An issue closely related to these distributional
problems is the fact that trade taxes are an impor-
tant source of government income: on average they
account for 30%, going as high as 50% of total gov-
ernment revenue (Cadot, de Melo, and Olarreaga,
1999). While switching tax base is an obvious so-
lution, its implementation is far from simple. The
informal economy is estimated to be very large: up
to 60% for the entire African continent (HDR, 1994).
Given the fact that detailed information on popula-
tion is often missing as well, the successful shift to
income or consumption taxes seems unlikely in the
short term. Baunsgaard and Keen (2010) for exam-
ple found no evidence that low income countries were
able to replace the revenue lost from trade liberaliza-
tion.

2.3 New regionalism theories

The new regionalism theories list other possible rea-
sons for integration that go beyond advantages to
trade. A first one is that RIAs can help bring peace
to the war-struck African continent. Undoubtedly in-
spired by the European successes, this argument nev-
ertheless falls somewhat short. First of all, the paci-
fying effect of the European Union is build on the fact
that its member countries have strong economic ties,
which would make a third war “not only unthinkable,
but materially impossible” (Schuman, 1950). How-
ever, seeing as in African integration this economic
deterrent is missing this amounts to nothing more
than promising to talk over international disputes.
Secondly, in sub-Saharan Africa domestic forces are
often a much bigger threat to political stability than
international ones. Historically speaking, the prob-
ability of revolutions, coups and civil wars is a far
greater than an all-out war between nations; A fact
illustrated by the recent splitting up of Sudan (Séder-
baum, 2004).



Another often cited effect of regional integration
is that it can strengthen policy credibility and help
lock in domestic reform (Maggi and Rodriguez-Clare,
1998; Mansfield et al., 2002). By being self-enforcing
or allowing compensating action or punishment, a
RIA can raise the perceived legitimacy of domestic
reform programs. However, finding a strong enough
enforcement mechanism is not an easy task. Case in
point is the serious backlog in most reform programs
and the increasing use of (informal) non-tariff barri-
ers aimed at protecting against regional competition
(Khandelwal, 2004). Credibility is not an exogenous
characteristic, but depends on the economic success
of the arrangement (Winters, 2001).

Regional integration and cooperation naturally re-
inforce each other. However, in the short term,
there is a trade-off between cooperation and integra-
tion. As the negotiations of RIAs are time-, effort-,
and expertise-consuming, they crowd-out the nego-
tiations of possible cooperation schemes. Addition-
ally, if for example distributional problems impair
the trust between the partner countries, this could
threaten cooperation in the long run as well. As
Schiff and Winters (2002, p.25) point out: “given the
potential for distortion that trade preferences entail,
the negotiating effort required to form a regional in-
tegration agreement would almost certainly be better
spent directly on the resource issue at hand if that
were all the RIA is intended for.”

The success of the European Union and NAFTA
has also been a force driving African integration. The
fear of being marginalized both in the global economy
and in global politics has prompted African nations
to work more closely together (de Melo, Panagariya,
and Rodrik, 1993).

3 Rent-seeking as a driving
force of integration

Explaining integration in the absence of a positive
effect on social welfare means abandoning the as-
sumption of a benevolent government. In the regime
boosting hypothesis the government’s main worry
is strengthening its political power. It states that

governments in tenuous domestic political situations
will use regionalism to strengthen their position. By
attending regional summits, signing protocols, etc.,
the government seeks recognition of its legitimacy
abroad, which it then uses to attract foreign aid and
support. Sdderbaum (2004) gives the example of
SADC where national projects were often disguised
as regional ones and got funded with donor money.

Besides capturing international rents, RIAs can
also be used to appropriate domestic rents. They
have a big impact on a substantial part of the econ-
omy, and their negotiations bestow extensive powers
to politicians and bureaucrats. They can be used to
influence market structure, conditions that have to
be met to import or export goods, etc. Furthermore,
the complexity of the agreements allows corrupt offi-
cials to easily hide their actions. This combined with
the near zero-sum-game outcome of integration cre-
ates an ideal breeding ground for political lobbying,
corruption and bribery.

Take for example the Economic Community of
West African States (ECOWAS), where the regional
cooperation tax had been set up to compensate coun-
tries for the loss of tariff revenues on intra-regional
trade. The system set up turned out to be highly dis-
criminatory, providing opportunities only for firms
working in the formal sector. It also led to fraud-
ulent behavior because the compensation computa-
tions were based on highly unreliable data (M’Bet,
1997).

A similar situation could be found in the Cen-
tral African Monetary and Customs Union (UDEAC)
with the single tax (taz unique). The official goal of
this tax was to foster and protect intra-regional pro-
duction by limiting domestic and import taxes rel-
ative to extra-regional goods. Selected goods from
membership countries were taxed once when cross-
ing the border at their respective single tax rate and
would then be exempt from all other indirect taxes
and import duties. Again, this set up resulted in
an extremely discriminatory system, where not only
each firm, but also each good within a firm could be
subject to its own tax rate. As a result, the setting of
each tax rate was subject to numerous strategic con-
siderations and had little to do with economic consid-
erations (Decaluwe, Njinkeu, and Cockburn, 1997).



Institutions can also be misused in more direct
ways. Decaluwe et al. (1997) provide the example
of UDEAC where participants in missions and re-
unions were so well compensated that civil servants
in the member states started submitting dossiers
on any pretext in order to guarantee their atten-
dance at these gatherings. Agendas would be lit-
tered with items that allowed so called experts to
attend the head-of-state summits, even though those
studies were often of poor quality. Besides wast-
ing money that could otherwise have been spent on
more productive goals, this also severely impeded
with the workings and decision making capabilities
of the UDEAC institutions.

When rent-seeking becomes an underlying force
of integration, things that seemed random and irra-
tional from the perspective of the country as a whole
can be explained by rational actions of profit max-
imizing individuals. First of all, closing weak and
overlapping trade agreements allows for more rent
extraction, because it complicates international trade
relations. Corrupt officials prefer closing agreements
that act as a barrier to trade over improving the ex-
isting ones, since the latter might cut off their access
from certain sources of rent. Secondly, despite the
fact that more limited forms of cooperation might be
easier to set up and would certainly be beneficial to
both sides, corrupt officials prefer regional integration
because it allows them greater powers over the econ-
omy as a whole, while being complex enough to hide
their actions. Location effects, which would normally
prevent smaller countries from wanting to enter into
a trade agreement with bigger ones, will be less of a
deterrent since government officials care more about
rents than growth. Moreover, during later integration
attempts they were often granted additional powers
to stop industries from moving abroad, giving them
even more opportunities to extract rents.

Rent-seeking is also used as an explanation for the
lack of progress in regional integration. Vested in-
terests in the informal economy -which often sur-
passes national boundaries- oppose formal treaties
that would undo many of the transnational inefficien-
cies and disparities that are lucrative to them (Soder-
baum, 2004). However, given the potential for prof-
itable opportunities, rent-seeking can just as well be a

force driving integration agreements. Grossman and
Helpman (1995) work out a model where the sectors
that stand to lose and those that stand to gain both
lobby the government and seek to influence its pol-
icy decision using political contributions. In the next
section we briefly outline their model and discuss its
implications for African integration.

3.1 Theoretical Framework

Grossman and Helpman (1995) analyze the political
pressure on a government as it considers entering in
a free trade agreement (FTA). In doing so, they split
up the negotiating process in two distinct stages. In
the first stage, the interaction between government
officials and domestic power groups determines the
set of government policy preferences. In the second
stage these different sets of preferences are played out
against each other in order to determine the interna-
tional equilibrium.

While their model was set up with FTAs between
developed countries in mind, it also fits state of af-
fairs in developing countries. First of all, it concerns
small countries that even when in a coalition, will not
be able to influence prices on the world market. Sec-
ondly, the model mostly ignores labor supply issues
and keeps wages fixed; a situation resembling a coun-
try with a high degree of (hidden) unemployment.
Lastly, because of sector specific inputs, the benefits
of production accrue to a small elite and production
technology markedly lacks substitution possibilities,
both attributes that also apply to a lot of African
economies.

Crucial to their model is that they forgo the as-
sumption of the government being a benevolent so-
cial planner. Instead, the government maximizes the
weighted sum of average voter welfare (W) and polit-
ical contributions (C;): G = Y1 | C;+axW. Average
voter welfare is the sum of total labor income, the
total (gross) profits of specific factor owners, import
tariff revenue, and consumer surplus. The weighting
factor é can be seen as a measure of rent-seeking in
the government.

All n+1 goods are produced with constant returns
to scale and (except for the numeraire, good 0) they
all require labor and a specific sector input. While la-



bor is supplied perfectly elastically, the supply of the
specific sector input is fixed and its ownership is lim-
ited to a small fraction of the total population. With
perfect competition on the goods market and con-
stant wages, the total rewards accruing to the specific
sector input only depend on the price of the good:
IL; (ps).

Prices on the international goods market are nor-
malized to 1. However, the government levies an
import tariff of 7 — 1, bringing the domestic prices
of imported goods to 7. The tariff revenue is subse-
quently transferred to the consumer in the form of a
lump-sum payment.

The owners of each specific sector input are able to
overcome collective action problems and form lobbies.
These lobbies try to influence government policy by
offering political contributions conditional on specific
policy choices. Their goal is to maximize their profit
net of contributions: maxc, I1;(p;) — C;.

A coalition-proof unilateral stance favoring the
FTA will exist when:

Z IL p +aWp > Z IL; N + aWy;
i=1 =1

the subscripts F' and N symbolizing the situation un-
der the FTA and under uniform tariffs, respectively.

Grossman and Helpman work out the case where
the joint production of the two countries is fixed at
X. In a fraction s of all industries, country A sup-
plies 6X, and country B produces (1 —6)X, while the
opposite holds true in the remaining fraction 1 — s.
In other words, by raising 6 or s we can increase the
imbalance in output per sector, or the imbalance in
potential export industries, respectively.

Demand functions are assumed to be linear:
D;(p;) = D — bp;. In addition, the initial most-
favored-nation import tariffs are set strategically, ris-
ing as the size of the sector (X;), or the rent-seeking
in the government (£) goes up, and falling as the size
of the marginal effect of price on demand | — b| in-
creases: 7; = 1+ 2+ (Grossman and Helpman, 1994).
Assuming that X is too small to satisfy all demand in
any one country, the FTA would not affect domestic
prices (a situation they call enhanced protection).

1Within the bounds: % <6 <1;and % <s<1.

In every sector the entire production X will be di-
verted to the country with the highest external tariffs
and hence highest domestic prices: to country A in all
sectors in s, and to country B in the remaining frac-
tion 1 — s. While this does not affect the profits of
the importing country’s firms, average voter’s welfare
will still fall since the corresponding tariff revenue is
lost. For country A [B], this means that in all the
importing sectors s [1 — s] the effect of an FTA is:

Al = 0
AW] = (1)« X))
6(1 - 60)X>
- ab

with (4, k) = (A, B) [B, A].

The exporting country increases its welfare, first of
all because of the higher price its exports get. Sec-
ondly, it now has to imports everything from the rest
of the world, which raises its tariff revenue. The ef-
fect of an FTA in country A [B] on sectors 1 — s [s]
becomes:

Al = AI(r) — ATT(7))
o (20-1)(1-0)X?
ab
AW = AT + (7] — 1) % X/ ()
(1 —0)X?

ab

with (j,k) = (A, B) [B, 4].

Because of the symmetry in this example, the in-
crease in welfare perfectly compensates the loss in the
partner country?. Nevertheless, the condition for a
coalition-proof unilateral stance can still be fulfilled
for both countries. Filling in the effects on welfare

and profits we get the following conditions for coun-
try A and B:

A (1_28)W+(1—5)W 20’
B: (25 — 1)9(1—(1?))X2 i 8(1—9)(ii—1)x2 > 0.

2In other words, even with compensating transfers between
the two countries (which is ruled out in this model), a Pareto
improving FTA would not be possible.



While country B’s condition is entirely tautologi-
cal3, the validity of country A’s condition depends on
its parameter values. Reworking it gives us a bound-
ary value on s, expressing the maximum size of the
imbalance in potential export sectors which would
still allow a FTA to be formed, 3:

—_

g—1
s < — 2

5% 11240

The implication is that the more the government
cares about rent-seeking (the lower a), the higher the
political viability of a FTA agreement (g—g < 0). Sec-
ondly, the greater the sectoral imbalance 6, the higher
the increase in profits, the more likely the agreement
is (% > 0).

Grossman and Helpman’s model can explain the
desire to form RIAs even in the absence of a pos-
itive effect on welfare. At the same time, it offers
a clear testable hypothesis: governments character-
ized by strong rent-seeking behavior are more likely
to close RIAs, but the strength of this effect will de-
pend on its relative GDP.

3.2 Investigating corruption and inte-
gration

A number of authors haven take a closer look at the
influence of corruption on the decision to enter a RIA,
both theoretically and empirically.

Ornelas (2005) expands the model of Grossman
and Helpman (1995) by adding a rent-destruction
effect. He argues that RIAs lead to more competi-
tion between countries, which reduces the returns to
high external tariffs for the import competing indus-
tries. Because lobbies take this into account when
deciding whether or not to support a FTA, the vi-
ability of welfare-reducing free trade agreements is
severely impaired. The higher the government’s pref-
erence for rents, the stronger this rent-destruction
effect will play. As a result, welfare-reducing RIAs
are only possible at intermediate levels of corruption.
If social welfare was the only thing of importance,

325 > 1 and 20 > 1 making both parts of the sum nonneg-
ative

the government would never consider closing welfare-
reducing FTAs. With high preference for rents the
rent-destruction effect dominates and lobbies would
not support the FTA.

Maggi and Rodriguez-Clare (1998) see RIAs purely
as a way for the government to limit the power of lob-
bies and eliminate certain sources of rents. In their
model, the preference of the government for contri-
butions versus welfare also has a non-monotonic ef-
fect on the likelihood of entering into an agreement.
The government would only join a RIA if they care
about welfare as well as rents. If they care too much
about rents, they would never consider entering into
an agreement. On the other hand, if the govern-
ment was not concerned about rents at all the lobbies
would not be able to exert any pressure to start with.

Endoh2006 works out a model detailing the effect
of changes in the quality of governance on the for-
mation of RIAs and tests its implications. While
his model is also based on Grossman and Helpman
(1995), the effects of a change in governance is re-
versed: better governance raises the probability of
closing a RIA. The main reason for this is that
he uses a different government objective function:
G = aW + o(C + 7). Arguing that the inability to
tax is also a sign of weak governance, import tariffs
are treated the same as contributions for lobbyists.
Nevertheless, the derivative of governance («) is not
parameter independent and its sign is unclear.

Following Mansfield et al. (2002) and Baier and
Bergstrand (2004), Endoh tests his hypotheses in
a strict bilateral setting. A dataset of over 6000
country-pairs is compiled, listing whether or not
those countries are in a RIA and a number of shared
characteristics: combined GDP, difference in GDP,
sum of the governance indicators, on what continent
both countries lie, etc. Using this dataset in logit
regressions, he finds confirmation of the posited pos-
itive effect of quality of governance on the likelihood
of closing a RIA.

Wu (2006) examines the determinants of deep re-
gional integration. To do this, she creates a variable
listing the deepest level of integration a country is
engaged in per year?. Using an ordered probit esti-

4The ranking goes: (0) no cooperation (1) sectoral cooper-



mation procedure, this variable is then regressed on
measures of trade, political, business, and price un-
certainty and various other country specific charac-
teristics.

As one of the measures of political uncertainty, she
uses corruption, reasoning that countries marked by
high corruption will use RIAs “to end trade risks
brought about by the capricious behavior of domes-
tic government representatives” (Wu, 2006, p.167).
In other words, she posits a positive correlation be-
tween corruption and the level of integration. Re-
gressing the latter on Transparency International’s
corruption perceptions index (TT) produces a coeffi-
cient with the right sign, but it is small and insignif-
icant. However, when she subsequently collapses the
dependent variable to a dummy variable, the coeffi-
cient on corruption rises both in absolute value and
in significance.

While these results reject Wu’s premise, they fit
within the rent-seeking hypothesis. According to the
latter, government officials use RIAs to attract and
extract rents, leading to more agreements. However,
they oppose deep integration since that might cut of
their access to certain sources of rents. Combining
both leads to a non-linear effect of corruption on the
level of integration, but a positive effect on the num-
ber of agreements.

4 Econometric Specification

Two econometric approaches have previously been
used to determine what factors drive regional in-
tegration attempts. Mansfield et al. (2002), Baier
and Bergstrand (2004), Endoh (2006) and Méarquez-
Ramos et al. (2009) use a bilateral approach. This
entails regressing whether or not two countries have
formed a RIA on a number of shared characteristics
of both countries. For example, it allows you to test
whether differences in level of development or the dis-
tance between the two of them will influence the de-
cision to form a RIA.

The drawback of the bilateral approach is that
usually only shared characteristics can be taken into

ation, (2) FTA, (3) customs union, (4) economic union and (5)
supranational nation.

account. The characteristics of the countries them-
selves, or those of other partner countries are left out.
The latter is especially problematic in the context of
African integration, where multilateral RIAs are the
norm. Treating these as if they collection of bilateral
agreements is an oversimplification. For example, it
implies that you analyze the decision of Rwanda and
Burundi to join the CEPGL, while disregarding the
fact that the Democratic Republic of Congo is also
a partner in the agreement. Furthermore, the bilat-
eral approach has no way to deal with overlapping
agreements, a problem that is endemic in African in-
tegration.

Wu (2006) on the other hand uses a unilateral ap-
proach: she regresses whether or not country z en-
tered a RIA in year t on the characteristics of that
country in that year. This can be used for example
to test whether landlocked nations or relatively more
corrupt governments are more likely to join a RIA.
Its main drawback is that the characteristics of the
partner countries cannot be taken into account.

The multilateral approach solves the omitted vari-
able bias of both approaches. Instead of looking at
country-country pairs like the bilateral approach, it
studies country-RIA pairs instead. The dependent
variable is a dummy variable indicating whether or
not a certain country x is a member of RIA z. It can
be regressed on information that is country-specific,
RIA-specific or both, like the average size of mem-
ber countries, the level of corruption in the candidate
country or the fraction of countries with a similar
colonial history.

In section six these three approaches are set against
each other in order to see how much this omitted
variable bias affects the results.

5 Data

5.1 Regional Integration

In order to test the link between corruption and
integration, data was collected on the founding of,
and accession to regional integration agreements in
Africa. This was done using the Regional Integra-
tion Knowledge System (UNU-CRIS, 2006), and the



webpages of the regional trade agreements them-
selves. The thirteen FTAs and customs unions incor-
porated are: AMU, CEN-SAD, ECOWAS, GAFTA
and UEMOA in the West and North of Africa;
CEPGL, UDEAC, ECCAS, EAC in central Africa;
and COMESA, SACU, RIFF and SADC and in the
South and East of Africa.” Taken together, they
cover 53 African countries.

This dataset was used to create three dependent
variables to be used in the unilateral, bilateral and
multilateral regressions, respectively:

o RIAuniy indicates whether country x signed an
agreement in year ¢ or any of the previous four
years;

e RIAbij signals whether country z and country y
are currently members of the same agreement;

o RIAmulti? is one when county = has joined RIA
z and zero otherwise.

5.2 Measuring corruption

The two best known subjective indicators of corrup-
tion are the Corruption Perceptions Index (CPI) cre-
ated by Transparency International (2008) and the
Control of Corruption index (CoC) constructed by
Kaufmann, Kraay, and Mastruzzi (2010) The prob-
lem with both composite indices is that they only go
back to the mid-nineties at best.® Moreover, their
earliest estimates are based on a limited number of
sources and are therefore much more uncertain than
their more recent ones. How much this matters can
be seen from the CoC index that reports an estimate

SAMU = African Maghreb Union; CEN-SAD = Commu-
nity of Sahel-Saharan States; CEPGL = Economic Community
of the Great Lakes; COMESA = Common Market for East-
ern and Southern Africa; EAC = East African Community;
ECCAS = Economic Community of Central African States;
ECOWAS = Economic Community of West African States;
GAFTA = Greater Arab Free Trade Area; RIFF = Regional
Integration Facilitation Forum (formerly CBI = Cross Bor-
der Initiative); SACU = Southern African Customs Union;
SADC = Southern African Development Community; UDEAC
= Customs and Economic Union of Central Africa; UEMOA
= West African Economic and Monetary Union.

61996 for the CoC index and 1998 for the CPI index.
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of its measurement error: the average prediction er-
ror for the African continent drops to half its value
from 1996 to 2008 (Kaufmann et al., 2010).

While the CoC index covers every African country
from 1998 onwards, the initial estimates of CPI suf-
fer from a strong selection bias. As Treisman (2007)
points out, the first corruption surveys were aimed
at countries that were important to the international
markets. Small and/or highly corrupt countries were
less likely to be surveyed. In order to test whether
this is indeed the case, we regressed whether or not a
country is covered by the corruption indicator on its
level of corruption as measured by the CoC index”.
Table 1 shows that the CPI index suffers from a se-
lection bias problem that only starts to disappear in
2003. Additionally, it should be remarked that the
way the CPI index is constructed does not allow for
comparisons over time. This means that it should
not be used in the unilateral analysis framework.

Table 1: Selection bias in corruption estimates
Missing values of

CPI 1998 CPI 2003 ICRG 1984
CoC -7.4575 -3.3542 5.0596

(3.0097)** (3.5994) (3.7561)
GDP -0.0730 -0.7567 -0.9647

(0.0396)* (0.2357)***  (0.3408)***
constant 3.9893 3.8407 -0.3931

(1.3086)***  (1.6353)** (1.3511)
observations 50 50 50
Pseudo R? 0.236 0.506 0.420

Logistic regression of the availability of various corruption
measures on the CoC index and GDP. * ** *** gignals
significance at 10, 5 and 1%, respectively.

Another common indicator of corruption is that
of the International Country Risk Guide (ICRG). Its
main advantage over CPI and CoC is that it goes
back to 1984, allowing the use of pre-dated values in
order to avoid endogeneity problems. While it does
not cover 16 African countries, the selection does not
appear to be influenced by the level of corruption (cf.
table 1).

For all three the indices, high values correspond to
low levels of corruption. In other words, the rent-
seeking and regime boosting hypotheses predict a

"For the ICRG index, the CoC values of 1998 were used.



Figure 1: Map of the used corruption values

ICRG 1984

W 5-1(9)
W 402778 - 5 (12)
[ .333333 - 402778 (1)
[C10- 333333 (14)

[ no data (17)

M 466972 - 668661 (13)
I ‘364385 - 466972 (13)
[ 285614 - 364385 (13)
[0.118757 - 285614 (14)

negative sign for the coefficient on the corruption
variables. To facilitate comparability, all indices are
rescaled so that their worldwide values range from 0
to 1. In order to check for the non-linear effects of
corruption Ornelas (2005) and Maggi and Rodriguez-
Clare (1998) predict, their squared values are used in
some regressions (Corr?).

In the bilateral regressions, corruption is controlled
for using the average level of the two countries (Corr
av). The multilateral regressions also incorporate the
average over all the members of the agreement (Corr
RIA).

5.3 Control variables

Several control variables are taken into consideration,
most of them coming from the aforementioned pa-
pers studying the determinants of regional integra-
tion. They can be divided into three groups: geo-
graphical, economic or political.

The geographical variables are the following:

e Landlocked is expected to have a positive sign,
since the countries that are cut off from the world
markets would be more willing to close RIAs.

e Island is included in the unilateral regressions
because it is found to have a significant nega-

CoC 1998
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CPI 2007

M 298968 -
B 247423 -
[ .195876 -
[.113402 -

525773 (13)
298969 (10)
247423 (14)
195876 (16)

tive influence on the decision to enter RIAs (Wu,
2006).

The more remote countries are from the rest of
the world, the lower the opportunity cost of them
signing a RIA. The variable is computed as de-
scribed in Baier and Bergstrand (2004).

The remaining two geographical variables are
indicators of the geographical distance between
countries. For each variable, we expect that the
closer the countries are, the stronger their incli-
nation to form a RIA is. In the bilateral regres-
sions, adjacent indicates whether the two coun-
tries neighbor one another. In the multilateral
regressions, it expresses if the country neighbors
any members of the RIA. Natural is the inverse
of the distance between capitals of the country
pair. In the multilateral regressions it is calcu-
lated as the inverse of the minimum distance to
the capital of a member of the RIA.

There are two types of economic variables:

e The first economic variable is the difference

in the capital-labor ratios between countries
(DKL). The bigger the difference, the higher the
expected trade creation effects, and the more
likely an agreement is. The data comes from



the Extended Penn World Tables 4.0 (Marquetti,
2011). To control for endogeneity we use the
1981 values.

Similar to the remoteness variable, we also
include the difference in capital-labour ratios
with the rest of the world (DKLW). The way
it is measured is also taken from Baier and
Bergstrand (2002).

The other economic variables measure the size
of the economy of the country or region. GDP
is included because the distributional effects of
RIAs indicate that larger economies stand to
gain more from a RIA. Moreover, Grossman and
Helpman (1995) find that the effect of corrup-
tion differs depending on the relative size of the
economy. We aim to capture this by using an
interaction term between corruption and GDP.
Finally, Wu (2006) includes GDP/cap to control
for the level of economic development.

Three political variables, apart from the level of
corruption, are taken into consideration:

e In the bilateral regression, colony is a dummy
variable that is one when the countries have the
same colonial background. In the multilateral
regressions, it represents the fraction of countries
in the RIA with the same colonial background.
Colonial history is also highly correlated with the
official language of a country.

Polity indicates the level of democracy versus
autocracy in a country: -10 being a completely
totalitarian regime and 10 a completely demo-
cratic one. Mansfield et al. (2002) find that it
has a positive effect on the likelihood to enter a
RIA. The data comes from the Polity IV dataset
(INSCR, 2010).

Openness, the last political variable, is measured
as the fraction of exports and imports to GDP.
Wu (2006) uses it to control for the fact that the
more open a country is, the more the government
would be willing to stabilize trade flows using
RIAs.
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6 Empirical Results

6.1 Unilateral analysis

Table 2: Unilateral regressions

ICRG CoC
L 2) 3) @
Landlocked -0.1508 -0.8568
(0.3694) (0.4775)*
Land Area 0.0002 0.0002
(0.0003) (0.0004)
Island 0.3358 -0.6155
(0.9140) (0.8710)
GDP 0.0018 0.0701
(0.0217) (0.1881)
GDP/cap -0.0439 -0.1425
(0.0671) (0.0920)
Polity -0.0087 0.0013
(0.0089) (0.0124)
Population 0.0018 -0.0019
(0.0083) (0.0099)
Corr (a) -0.5865 1.1565 -21.4668 1.5762
(4.2268)  (3.6389) (17.5539) (11.3430)
Corr? (a) 3.2624 0.4419 33.8012 -2.5975
(5.0992) (4.2835) (23.0961) (13.8587)
GDP * Corr (a) -0.044 -0.01 -0.6909 0.0024
(0.0542)  (0.0158)  (0.6097) (0.0200)
Constant -1.3425 -0.757
(0.8668) (2.3242)
Observations 210 209 99 149
Number of countries 36 36 33 50
loglikelihood -83.88 -127.95 -31.22 -80.61

Columns 1 and 3 are fixed effects logistic regressions and
columns 2 and 4 are random effects logistic regressions of
RIAuni on corruption and controlling variables. Standard
errors in parentheses. (a) Corruption is measured by the
ICRG index in columns 1-2 and by the CoC index in columns
3-4. * indicates significance at 10%; ** at 5%; *** at 1%.

In the unilateral analysis RIAuni is regressed on
the average value of corruption in the preceding five
years and a number of controlling variables. Firstly,
we used a fixed effects logistic estimator to reproduce
the regressions of Baier and Bergstrand (2004) (table
2, columns 1 and 3). Additionally, we also estimate
the model using random effects similar to the regres-
sions Wu (2006) ran (columns 2 and 4).

Since high values of the indicators correspond with
low levels of corruption, the rent-seeking hypothe-
sis and regime boosting hypothesis predict negative
signs for these variables. Columns 1 and 4 show that
the effect of corruption does indeed depend the size of



the economy. However, contrary to what the model
of Grossman and Helpman (1995) predicts, it is the
smaller economies where corruption has a positive ef-
fect on the willingness to close RIAs and the larger
ones where the effect is reversed. Moreover, the rent-
destruction effect does not seem to play a role. For
a given level of GDP, the graph of the effect of cor-
ruption is concave and not convex. Notwithstanding,
none of the coefficients are significant. Likelihood ra-
tio (LR) tests confirm that the corruption variables
are jointly insignificant.

The coefficients of the controlling variables follow
a similar pattern: most of them are insignificant, and
a lot of them have signs that run counter to what was
expected. Only landlocked is significant at 10%.

6.2 Bilateral analysis

We can estimate the effect of corruption in two ways
in the bilateral regressions. Table 3 uses the approach
used in Baier and Bergstrand (2004), Endoh (2006)
and Marquez-Ramos et al. (2009), which is to control
for the average level of corruption and GDP of both
countries. The underlying assumption is that an in-
crease in corruption has the same effect regardless of
the characteristics of the partner country. As a result,
this method does not allow you to test whether the
effect of corruption differs depending on the relative
size of the country.

Columns one and two are a replication of the re-
gressions Baier and Bergstrand (2004) ran, but with
the sample limited to intra-African agreements. Col-
umn one is estimated using a simple logistic regres-
sion. In contrast, in the other columns the error
terms are corrected for the existence of two-way non-
nested clustered error terms at the country level.
This is implemented using a procedure outlined in
Cameron, Gelbach, and Miller (2006). The geograph-
ical variables follow the expected pattern and are
strongly significant. However, the same cannot be
said of the economic variables. The sign of all four
variables runs counter to what was expected, but
apart from DKL they are all insignificant.

The subsequent columns add corruption to these
regressions and columns four, six and eight also in-
clude a number of additional control variables used in
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Mérquez-Ramos et al. (2009). When using the ICRG
and CoC index we find the non-linear effect of corrup-
tion predicted by Ornelas (2005): only intermediate
values of corruption will have a positive effect on the
willingness to join RIAs. The CPI index on the other
hand finds that the opposite holds true. While the
only the squared ICRG index is significant, the LR-
tests do indicate that both corruption and its squared
values are jointly significant (at 1% significant level)
for all indicators of corruption.

Including corruption also changes the signs on aver-
age GDP and the difference in GDP. Except for DKL
and DKLW, most control variables now have the ex-
pected sign, but their significance remains fickle.

The second way in which corruption can be added
is by including the corruption index of both coun-
tries separately, similar to how Mansfield et al. (2002)
treat the level of democracy. We ordered the coun-
tries in such a way that country A is always the coun-
try with the highest GDP of the country-couple. In
other words, differences in the effect of corruption
between country A and B can be attributed to differ-
ences in size. However, since the bilateral approach
disregards other members of the regional agreement,
this remains a flawed way of correcting for the relative
economic size. Adding an interaction term between
GDP and corruption helps rectify this to some extent.
To aid interpretability, we plotted out the marginal
effect of corruption and GDP on the willingness to
enter into a RIA (figure 6.2).

The signs on the ICRG variables are the same for
country A and B, but the effect of corruption is much
stronger for the smaller country. For countries with
a high GDP an increase in corruption will have a
positive effect on the willingness to enter into RIAs,
while the opposite holds for countries with low GDP.
This is in accordance with the findings of Grossman
and Helpman (1995). The signs of the CoC and CPI
indexes on the other hand are not the same for both
countries. For the biggest country, A, the effect of
an increase in corruption is negative but its intensity
falls when GDP increases. For the smaller country,
B, the opposite holds true. In the latter case, there is
some indication that for a given level of GDP there
is a non-linear effect of corruption. LR tests cannot
reject the joint significance of all corruption variables



Table 3: Bilateral regessions

ICRG CoC CPI
1) (2) (3) (4) (5) (6) (1) (8)

Natural 2.4779 2.4779 3.2782 -42.6126 2.5074 -15.0654 2.5865 -12.9479
(0.1716)***  (0.5700)***  (0.8526)*** (28.5729)  (0.5861)***  (21.4442)  (0.6049)***  (23.7985)

Remote 6.9192 6.9192 13.9024 60.4833 7.9048 27.4657 9.0334 26.7076
(0.7626)%%  (2.2323)%%*%  (3.6083)*F*  (31.9308)*  (2.7650)***  (24.9655)  (2.5372)%**  (27.0807)

Adjacent 0.9797 0.6811 0.7297
(0.8246) (0.5829) (0.6317)

Landlocked (either) 18.803 34.2209 38.3648
(12.3078) (21.9329) (22.2931)*

Landlocked * Remote -2.3745 -4.1983 -4.6953
(1.5369) (2.6926) (2.7443)*

Natural * Remote 5.635 2.1353 1.889

(3.5916) (2.6888) (2.9818)

GDP av -0.7582 -0.7582 15.6758 12.0392 -2.888 -4.639 -3.1707 -5.6685
(5.6093)  (14.8844)  (13.1865)  (19.3256)  (15.6038)  (18.6601)  (15.3088)  (17.7281)

GDP diff 1.1054 1.1054 -3.2481 -3.6823 -0.5078 -3.2111 -2.5489 -4.9136
(2.4885) (7.1138) (7.8032) (8.1257) (7.7532) (8.0137) (8.0933) (8.2577)

DKL -0.1886 -0.1886 -0.1436 -0.1595 -0.1887 -0.1782 -0.1904 -0.1767
(0.0436)***  (0.1036)* (0.1355) (0.1331) (0.1048)* (0.1023)* (0.1034)* (0.0974)*

DKLW 0.364 0.364 0.6815 0.6171 0.1981 0.2161 -0.1282 -0.1894
(0.1131)%  (0.2451)  (0.2087)**  (0.3185)*  (0.2899)  (0.3014) (0.2719) (0.2682)

Colony -0.0681 0.6464 0.6018
(0.2227) (0.2800)** (0.2725)**

Polity av 0.0044 0.0018 0.0279
(0.0603) (0.0439) (0.0345)

Corr av (a) 4.0407 4.973 2.4517 0.2457 -18.381 -18.0639
(3.9922) (4.7236) (7.3908) (6.6963) (12.7777) (13.0619)

Corr? av (a) -9.7122 -10.503 -7.6319 -6.908 13.2865 8.2252
(4.8271)**  (5.6455)%  (11.3898)  (10.3080)  (22.1717)  (22.4365)
Constant -37.1154 -37.1154 -88.3015 -467.2785 -44.4225 -204.7965 -48.7945 -193.7434
(5.5TTT)* % (15.0764)%*  (23.7464)%**  (254.3550)* (10.3507)** (198.8446) (17.5208)*** (215.6888)

Observations 1225 1225 595 595 1225 1128 1225 1128
loglikelihood -653.6 -653.6 -263.23 -255.7 -648.86 -582.2 -628.48 -560.81

Logistic regression of RIAbi on corruption and controlling variables. Standard errors (in parentheses) of regressions 2 to 8 are
corrected for non-nested clusters at the country-level. (a) columns 3-4 use the ICRG index, 5-6 the CoC index and 7-8 use the
CPI index of corruption. * indicates significance at 10%; ** at 5%; and *** at 1%.

(at 1%). Moreover, they also reject the hypothesis
that the average levels of GDP and corruption should
be used instead (at 5% significance level).

6.3 Multilateral analysis

The multilateral framework combines both the uni-
lateral and bilateral analyses by regressing whether
or not a country is a member of a certain RIA on
the characteristics of that country and the agreement.
Because the composition of some RIAs has changed
over time (SADC and COMESA among others), it is
important to use the characteristics of the RIA at the

time of joining in order to make the correct compar-
ison.

Take as example the average GDP of a RIA. If
country z is a member of the RIA z, the average is
computed over all members of the RIA at the time
of joining, excluding x. On the other hand, if = has
never been a member, the average is computed over
all countries that are, or have been a member. The
same rule was applied when computing the minimum
distance to a member of the agreement, whether a
country is adjacent to a member, the average level
of corruption, the fraction of countries with the same
colonial history and the average difference in capital-
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Table 4: Bilateral regessions

ICRG CoC CPI
) (2) (3) (4) (5) (6)
Natural 3.2274 -45.4358 2.5078 -15.4963 2.6282 -12.6509
(0.8522)*** (28.8034) (0.5906)***  (21.4133) (0.6053)*** (23.6373)
Remote 13.6742 63.4555 7.8351 27.4142 9.1062 26.401
(3.6420)%%*  (32.4716)*  (2.8089)%**  (25.1331)  (2.4920)¥**  (26.9223)
Adjacent 0.991 0.6613 0.6277
(0.7163) (0.6138) (0.6049)
Landlocked (either) 20.4485 33.2052 42.4341
(13.9330) (22.5441) (22.4721)*
Landlocked * Remote -2.5866 -4.0671 -5.1984
(1.7352) (2.7669) (2.7657)*
Natural * Remote 5.9778 2.1906 1.8626
(3.6232)* (2.6868) (2.9625)
GDP A 34.3544 31.1807 0.8338 11.1112 11.9134 19.9448
(24.7310) (28.0607) (23.9783) (34.0703) (19.3024) (30.3762)
GDP B 119.5345 135.6909 -95.72 -103.6957 19.4485 57.517
(58.9802)** (62.0833)** (124.5191)  (114.5695) (113.0445) (86.2742)
DKL -0.1344 -0.1371 -0.2419 -0.2967 -0.1937 -0.2314
(0.1641) (0.1554) (0.1521) (0.1416)** (0.1344) (0.1163)**
DKLW 0.6008 0.432 0.1374 0.1247 -0.057 -0.1177
(0.3495)* (0.4111) (0.3163) (0.3416) (0.2652) (0.2480)
Colony -0.1182 0.5618 0.5054
(0.2334) (0.2751)** (0.2822)*
Polity A 0.0331 -0.0189 -0.008
(0.0811) (0.0449) (0.0461)
Polity B -0.0093 0.0392 0.0437
(0.0355) (0.0272) (0.0235)*
Corr A (a) -1.4434 -1.6916 -2.2932 -5.5344 -12.5682 -16.3461
(3.4838) (3.7065) (3.6902) (3.7591) (9.1609) (10.3778)
Corr B (a) -0.7809 -0.3867 5.5624 6.6615 8.6345 9.8303
(2.3037) (2.5460) (5.6283) (5.6498) (9.2438) (8.1987)
Corr? A (a) 0.1596 0.6794 1.4306 6.3647 14.0138 21.3545
(5.6199) (5.6594) (5.9996) (6.7732) (16.1441) (19.2678)
Corr? B (a) 0.678 0.7781 -10.6812 -14.8133 -21.6648 -26.5779
(2.5166) (2.7890) (8.1460) (8.6512)* (13.0064)* (12.0402)**
GDP * Corr A (a) -46.1394 -52.8101 -4.8179 -25.2625 -41.1666 -67.5959
(52.2216) (51.6324) (43.0088) (56.0674) (39.0812) (63.5689)
GDP * Corr B (a) -251.2819 -307.9443 248.8556 287.8885 -114.9402 -242.7385
(97.2315)***  (101.6918)***  (312.5045)  (296.0247) (413.8387) (327.5020)
Constant -86.2684 -490.6345 -43.7288 -204.0443 -51.3682 -192.6239
(24.0243)*** (258.6589)* (19.7144)**  (200.4481)  (17.0291)***  (214.2114)
Observations 595 595 1225 1128 1225 1128
loglikelihood -257.67 -248.86 -644 -574.7 -622.79 -554.07

Logistic regression of RIAbi on corruption and controlling variables. Standard errors (in parentheses) are corrected for
non-nested clusters at the country-level. (a) Columns 1-2 use the ICRG index, 3-4 the CoC index and 5-6 use the CPI index
of corruption. * indicatse significance at 10%; ** significant at 5%; *** significant at 1%.
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labor ratios.

Similar to the bilateral analysis, we first re-
estimated the model of Baier and Bergstrand (2004)
with (column two) and without (column one) cor-
recting the standard errors for two-way clusters (on
country and RIA level). Columns three to eight in-
clude corruption and a number of additional control
variables used in Mérquez-Ramos et al. (2009). To
avoid problems of endogeneity, predated values are
used when possible.

Figure 6.3 illuminates the interaction effect be-
tween GDP and corruption. Apart from the CoC
index, the results are fairly similar over all three cor-
ruption indicators. Countries marked by high cor-
ruption have a higher probability of joining a RIA
and this effect only becomes stronger the higher GDP
is. Moreover, there is evidence that in the extremely
corrupt countries the rent-destruction effect starts to
play and the effect of a marginal increase in corrup-
tion becomes negative again. The CoC index tells a
similar tale, except that for countries with low lev-
els of GDP the effect of a decrease in corruption is
reversed: the less corrupt they are, the higher the
probability of joining a RIA.

The level of corruption of the potential partner
countries tells a similar tale, regardless of which indi-
cator is used. The more corrupt the partner countries
are, the higher the probability that the country will
join the RIA. However, at very high levels of corrup-
tion the effect of an increase in corruption is reversed
and becomes negative. LR tests cannot reject the
joint significance of all corruption variables (at 1%).

The distance between countries remains an im-
portant factor in trying to explain African integra-
tion, in particular whether a country is adjacent to
(other) members of agreement. While the difference
in capital-ratios is still negative in some regressions,
it has become insignificant, resolving in part the
aberration found in the bilateral regressions. Land-
locked countries on the other hand remain signifi-
cantly less likely to enter into RIAs, which is some-
thing Mérquez-Ramos et al. (2009) also found. The
regressions where the CPI index was used also sug-
gest that the larger the agreement is in terms of GDP,

8 As before, the CoC and CPI indices are the exception.
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and the more democratic the country is, the higher
the probability of joining.

7 Conclusion

This paper explores the motives behind the prolifera-
tion of regional integration agreements in Africa. We
focus on rent-seeking behavior and the regime boost-
ing hypothesis as explanations, because in theory
they are able to explain both the growth of African
agreements as well as their lack of progress in liber-
ating intra-African trade. Static and dynamic anal-
ysis on the other hand predict high welfare reducing
effects, and many new regionalism theories rely on
strong economic integration.

Empirical evidence of rent-seeking and regime
boosting as driving forces has been mostly anecdo-
tal, and the goal of this paper is to find out whether
it could be identified as a statistically significant force
in African integration. This link is estimated in three
ways: unilaterally, from the point of view of an in-
dividual country; bilaterally, looking at agreements
between pairs of countries; and multilaterally, study-
ing the reasons for a country to join a particular RIA.
Of these three approaches, only the latter is able to
deal with agreements between three or more counties
and overlapping agreements.

We find that corruption does have an effect on
the willingness to join RIAs, but that this effect is
strongly dependent on the level of GDP. In accor-
dance to what Grossman and Helpman (1995) pre-
dict, large countries will be more willing the more
corrupt they are. Depending on which indicator of
corruption is used, the effect of corruption on smaller
countries is smaller or even reversed. We also found
evidence of non-linearities in the effect of corruption
supporting the rent-destruction effect put forth by
Ornelas (2005).

Other factors affecting the decision to join RIAs
are the distance to members of the agreement and to
a lesser extent the level of democracy, whether it is
landlocked and whether it shares colonial history.
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Figure 2: Bilateral analysis: interaction effects between corruption and GDP
a. ICRG

Country A

Country B
10sanss . .

19



Table 5: Multilateral regressions

ICRG CoC CPI
1) @) () () (5) (6) ) (8)
Natural 0.6391 0.6391 0.5642 0.0136 0.7285 0.2254 0.6644 0.1686
(0.1057)**%  (0.2690)**  (0.2345)** (0.1762) (0.2537) %% (0.1850) (0.2307) %%+ (0.1872)
Remote 2.9036 2.9036 -7.2957 -9.87 -10.2368 -11.4151 -3.2912 -5.2344
(1.1827)%%  (3.2042) (5.5979) (5.5448)% (5.7792)* (6.0774)* (4.9413) (4.9482)
Adjacent 2.3466 2.0723 2.1244
(0.6308) %%+ (0.5283) %%+ (0.4058) %%+
Landl. -0.4394 -0.4965 -0.4913
(0.2605)* (0.2320)** (0.3365)
GDP 7.5557 7.5557 10.0507 1.8923 35.918 18.8597 35.1351 14.3126
. . (6.3801)  (4.5197)*  (5.1707)* (7.9271) (16.9548)**  (18.8882) (7.7179)%¥%  (15.5525)
DP RI -2.1856 -2.1856 -0.4316 1.6369 46.4468 35.667 98.6676 92.0696
(2.5500) (8.7633) (8.9035) (7.3427) (41.1486) (46.9525)  (32.9716)%**  (35.8952)**
DKL 0.1107 0.1107 0.1983 0.1169 -0.0941 -0.1097 -0.1825 -0.1368
(0.1042) (0.1804) (0.2082) (0.2197) (0.1657) (0.1942) (0.2140) (0.2232)
DKLW 0.1602 0.1602 0.6994 0.5779 -0.1559 -0.1183 -0.4116 -0.4051
(0.2406) (0.4848) (0.5010) (0.4961) (0.4270) (0.4271) (0.4378) (0.4367)
Colony 0.4456 0.3954 0.6144
(0.9516) (0.6498) (0.4692)
Polity -0.0273 -0.007 0.0403
(0.0209) (0.0124) (0.0069)*+*
Corr (a) 1.3655 2.4093 2.3199 5.502 12.1023 20.3791
(3.5137) (3.2118) (3.1391) (2.8686)* (9.6174) (9.5147)%*
Corr RIA (a) 34.4916 41.6364 148.7857 149.336 113.0461 123.1643
(23.4895) (21.9813)*  (50.1873)"** (51.8534)***  (87.7541) (89.4182)
Conr? (a) -4.2572 -6.3448 0.5665 -2.4268 -17.0009 -30.4219
(2.4587)* (3.5156)* (5.0095) (4.2196) (11.1208) (12.0672)**
Corr? RIA (a) -73.7592 -76.2893 -154.0394 -156.9973 -133.0069 -150.3644
(23.6337)%%%  (22.7171)%**  (55.4846)%**  (58.1835)%**  (138.7613) (141.8423)
GDP * Corr (a) 4,6994 7.7994 -64.5377 -50.1678 -92.8682 -73.304
(3.3366) (2.4382)%%*  (28.4698)**  (27.3301)* (62.9924)  (25.2513)%%*
GDP * Corr RIA (a) 70.0018 65.5731 -136.7185 -105.0793 -401.9306 -366.7432
(32.8732)**  (31.1321)**  (93.8669) (107.9891)  (137.6111)%%*  (150.2548)**
Constant 215762 -21.5762 48.6984 62.3529 54.3406 58.8474 9.3084 18.2803
(9.8928)**  (27.6071)  (41.3707) (40.9996) (39.7545) (41.2643) (31.2565) (31.3240)
Observations 650 650 454 454 650 650 650 650
loglikelihood -224.91 -224.91 -145.81 -130.36 -190.54 -173.78 -205.41 -185.56

Logistic regression of RIAmulti on corruption and controlling variables. Standard errors (in parentheses) reported in columns
2 to 8 are corrected for non-nested clusters at the country-level. (a) columns 3-4 use the ICRG index, 5-6 the CoC index and
7-8 use the CPI index of corruption. * indicates significance at 10%; ** at 5%; and *** at 1%.
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