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Abstract. The traditional approach to explaining international ceragion treats it as
a “within-group” problem: all actors can benefit from it buave individual incentives to
free-ride, which ensure that cooperation is underprovidedllective action, however, of-
ten creates negative externalities and splits the populaif actors into supporters and
opponents, all of whom can invest resources toward thefepesl outcome. Cooperation
becomes a “between-groups” problem which is especiallgreewhen actors have private
information about their preferences. We study how actorsccemmunicate these prefer-
ences through voting in an environment where they are natdeither by their own vote
or the outcome of the collective vote. We identify two orgations with endogenous en-
forcement — coalitions of the willing and universal orgaatians, and find that the optimal
voting rule can bex postsocially efficient. We also analyze a non-coercive orgditina
where actors delegate execution to an agent. Even thougmghitution is costlier, it does
not depend on the shadow of the future, and thus is implerblentzhen the others are not.
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1 Introduction

A widespread approach to explaining international codpmrehat has emerged over the
last twenty-five years is based on insights from the analyfsispeated gamésThis “co-
operation theory” typically assumes that the underlyingfgnences of governments have
the structure of a Prisoners’ Dilemma (which makes defactrom any agreement the
dominant strategy for each single interaction), and themwshhow cooperative behavior
can be sustained in the long run despite the absence of ah thgércan enforce agree-
ments? The answer this theory provides is invariably the sameprecal threats to punish
deviations from the desired behavior can be used to coeecedbperation of the actors.
To study cooperation in this framework essentially meanstudy ways of making these
threats credible. Research has identified various conditibat can make them more so:
sufficiently long “shadow of the future,” conditional saioects that are neither so severe
that their execution would be problematic nor so lenient thay would be toothless, and
relatively effective monitoring arrangements to detecta#ons, whether they are from the
desired cooperative pattern or from the costly sanctionghiorces i The PD configura-
tion of preferences is an extreme ideal type where cooparatipresumably most difficult
to achieve because each actor strictly prefers not to catgpeegardless of what the oth-
ers do. In this setting, individual members of the colleethave incentives to free-ride
on the efforts of others, and the problem of cooperation & afithe collective disciplin-
ing individual members that attempt to take advantage arsthCooperation is a “within
group” problem that the collective solves by appropriateugr enforcement against indi-
vidual members.

Although such an approach might explain how cooperationecaarge “spontaneously”
under anarchy and make agreements self-enforcing, it idypsgited as a guide to under-
standing many interesting cases of international collecéiction. One reason for this is
that international action rarely affects the members ofitkernational system in the same
way? Most collective actions of any consequence generate baitiy@mand negative ex-
ternalities, which split the population of actors into “papters” and “opponents” of that
particular collective endeavor. Cooperative behaviohimieach group means collaborat-
ing toward the commonly desired goal but the disagreemeotitaihe goal between the
two groups means that actors might find themselves in a higilictual situation over-
all. Whereas free-riding incentives might still arise wiritleach group, a second important
problem with respect to the collective action is that of oneug overcoming the opposi-
tion of the other. In other words, in a world where actors cadichte costly effort toward
their goals, the success of collective action depends orethtive efforts groups contribute

1Stein (1982); Axelrod (1984); Keohane (1984); Axelrod arebKane (1985).

2Although there has been some work on problems of coordimaiiol mixed-motive situations where actors
agree on the need to coordinate but disagree on the termsvilesoordinate on, most research analyzing
international cooperation is based on Prisoners’ DilemRid){like situations (Larson, 1987; Rhodes, 1989;
Downs and Rocke, 1990, 1995; Evangelista, 1990; Martin21B8aron, 1998; Downs, Rocke, and Barsoom,
1998; Gilligan, 2004; Voeten, 2005; Svolik, 2006). For acdision of the coordination dilemma see, for
example, Krasner (1991); Garrett (1992); Sebenius (19@8jrow (1994).

3Snidal (1985); Oye (1985); Martin and Simmons (1998); Kozeos, Lipson, and Snidal (2001);
Rosendorff and Milner (2001).

4Gruber (2000).



toward or against its realization. Cooperation is a “betwgmups” problem that the col-
lective must solve by an appropriate distribution of berdbtthe groups of supporters and
opponents of the collective action.

In this paper, we argue for conceiving of international aragion in terms of competi-
tion between groups that are differently affected by théective action and we show that
this provides us with a unified framework for analyzing diffiet organizational forms to
solve collective action problems. We develop a theoretivadlel in which actors can dis-
agree about the desirability of the collective action amil@d@ose to spend their resources
either in its support or in opposition. We assume that theviddal actors’ preferences can
change over time so that the coalitions of supporters andrags are constantly shifting.
We further assume that these preferences are private iafanmthat actors must some-
how communicate to each other in order to identify others wimare them (through, for
example, voting). This setting reveals an interesting lembof collective action: since
its success requires that supporters devote resourcesientffio overcome any potential
opposition, there are incentives to vote insincerely ireotth increase the chances of the
preferred outcome or in order to minimize one’s cdsts.

We show that it possible to ensure truthful revelation ofgnences (and thus sustained
cooperation) in the usual way: a coercive mechanism thatspes acts contrary to one’s
statements of intent. We explore two alternative orgaigmat forms. In both, players
agree on a voting rule — a minimum number of supporting vdias iinust be cast before
the action is implemented — and then in each period, they aftég observing privately
their current preferences. If the vote fails to clear thepsupthreshold, no collective action
is taken and players consume privately. The organizatidfes th what happens when the
quota is met. In the first, which we call@alition of the willing only players who vote
in support of the action contribute to its implementation.the second, which we call a
universal organizationeverybody doe§.

We find that in the coalitions of the willing, the equilibriumoting quota is at the com-
plete information social optimum (the minimum number of goers for the action to
become socially desirable) as long as the probability thaitet will be sufficient support
for the action is not too high. This rule, which is what theoastwould have agreed upon
had they had complete information, is socially efficientregg post(after the uncertainty
is resolved by the vote). However, as the probability formupincreases, the incentives
for supporters to free-ride by falsifying their vote becosti®nger. The only way of keep-
ing them honest is to increase the risks of such attemptsdujrieg a larger quota, which
drives the equilibrium voting rule away from the social omiim. It is because of this in-
efficiency that we consider universal organizations, wler supporters and opponents
agree to contribute to the common action. We find that thelieguim quota for this orga-

5Opponents could pretend to be supporters and then undethaireetion by failing to contribute what the
other supporters expect them to. Supporters, on the otimek, kauld pretend to be opponents (if they believe
the quota will be reached without them) to avoid paying talsahe collective action.

8Empirically, coalitions of the willing can be observed initénl Nations Framework Convention on Climate
Change, the European Monetary Union, the Concert of Eurape,the US-led alliances in the two Persian
Gulf Wars. In this paper ‘universal’ refers to the idea thathbsupporters and opponents contribute to the
organization, not to a geographical definition. Some examfar this organizational form are the World Trade
Organization, regional trade agreements, and the InienatWhaling Commission.



nization is always at the social optimum regardless of uag#y, so it does not suffer from
the inefficiency inherent in a coalition of the willing. Thmsight make the latter a puzzling
phenomenon but we show that there are circumstances undgr players might prefer to
organize in coalitions of the willingx anteanyway.

Although these coercive organizations can endogenizeeratipn by making it self-
enforcing, they have the same problems as the institutm@erative solutions in repeated-
PD settings: they make heavy informational demands on mamgj, and they are plagued
with credibility problems which only become more severehastienefits of cooperation in-
crease (because punishment in form of indefinite exclusmm the institution means even
greater losses)Most importantly, both of these organizational forms reginng shadows
of the future for successful implementation. This suggtdsis we might wish to explore
an organizational form that does not rely on coercive tisréatmaintain cooperation. In
this type of organization, which we call agent-implementing organizatipthe players
hire an agent who is neutral with respect to the outcome oattien, and agree on a vot-
ing rule and on the pre-determined contributions to maké @&ciod. If the vote clears
the support threshold, the agent implements the actionjfandoes not, it disburses the
contributions (net its operating costs) back to the actdie show that this organizational
form, which is independent of the shadow of the future, chaldjuite attractive and players
might be willing to spend very large portions of their endoants to maintain it when none
of the alternatives are viable. This is so even though wenassw special informational or
expertise advantages for the agent over the players.

Overall, then, we show that there exist circumstances tlakieneach of the three orga-
nizational forms better than the other two, which might hedpount for the fact that em-
pirically we observe all three. Conceiving of internatiboaoperation as a between-groups
problem thus provides a unified framework for analyzingraliive forms of cooperation
with new insights into the organization of internationallective action. First, the theory
provides a novel rationale for delegation. The prevalemintreats agents as reinforcing the
positive effects of repeated interaction by increasingrmiation flows (to help with moni-
toring), reducing transaction costs (to help with credyji] or providing expertise (to help
with the cooperative benefit) in order to provide a solutioa PD-like problenf. Whereas
all of this is doubtless important, we uncover a very difféneeason for delegation: it can
help achieve stable cooperation precisely because sudganization does not require en-
forcement threats. That is, instead of seeing agents disdtieg the use of such threats, we
see them as obviating the need to rely on coercive measusastin cooperation. Because
the success of the collective action does not depend onisaimct undesirable behavior,
there is no need to monitor participants very closely. Hepoe need not assume that the

"For example, the European Monetary Union (EMU) does not liareal rules that allow members to
exclude countries that break the fiscal rules of the Uniompiteeshe impact such deviations have on other
members’ economies and social policies. Even if Greece teebe expelled from the EMU, as some of its
members argued because of Greece’s persistent breach okEisttal rules, long-term economic gains from
exchange-rate stability would most likely prevent thennfrdoing so indefinitely.

8Some examples of organizations that share most of thesarésadre the International Monetary Fund,
United Nations peacekeeping, and multilateral and regiaithinstitutions such as the World Bank or the
African Development Bank.

9Pollack (1997); Abbott and Snidal (1998); Epstein and Otéfan (1999); Nielson and Tierney (2003):
Hawkins et al. (2006).



agent should have any informational advantages. The fintatgcooperation with delega-
tion is independent of the shadow of the future also sharphtrasts with the widespread
emphasis on the importance of that shadow. Second, we slabwrile of the major driv-
ing forces behind the form organizations take is the needisare that players reveal their
preferences truthfully through voting. In other words, approach also rationalizes the use
of voting in 10s, something that is quite puzzling if one teeBDs as merely implementing
informal institutions. In particular, we show that it is gd3de to make this voting meaning-
ful even in an environment where the members themselvesaargonind by the outcome
of the vote.

2 Institutions and Organizations

The following discussion is primarily intended to motivdke assumptions of our model
by substantiating three major claims. First, the unevetrildigion of externalities from
international action means that international “cooperdtito implement it often has both
supporters and opponents. Second, these groups of sugpamtk opponents can “invest”
resources either to facilitate that action or hinder itslenpentation. Third, the changing
international environment alters the distribution of em#dities and thus the preferences of
the actors over time, so the memberships in these two graupbe unstable.

International cooperation theory has concerned itselhimawith the dilemmas of co-
operation that arise in PD-like situations within the grafsupporters. While focusing
exclusively on the behavior of the group that is interestedooperating, this approach as-
sumes that everyone would be better off if all cooperatetiffiat each individual actor is
strictly better off if it free-rides on the efforts of otherAs a result, the collective good is
frequently under-providetf In this framework, the main problem of cooperation is how to
decrease the incentives to free-ride among supportergit®dise significant merits of this
approach, its main short-coming is that it neglects the Erfget that “cooperation” among
those that want the action to take place might well mean “@ihfirom the perspective
of those that do naot! Collective action often creates positive externalitiassome actors
but negative externalities for others. For example, irgirgatrade cooperation through
enlargement of the World Trade Organization (WTO) might meery different things to
different existing WTO members. Some states (e.g., thosie stiong import or export
interests in the newcomers) gain from the enlargement. r®{eegy., those that experience
stiffening of export competition to major export marketteafaccession) might well lose
from that cooperative actiolf. When China was applying for membership in the 1990s,
Mexico expected large negative externalities from the oygenf US markets to Chinese
products. Since Mexico and China have very similar expatictires, Mexico feared a
significant increase in competition for exports to the US:ISoegative externalities are not
restricted to international economic cooperation. In #em of collective security, oppo-
sition to international peacekeeping (a form of coopergtitan emerge if these missions

10 arson (1987); Rhodes (1989); Downs and Rocke (1990, 18&)ngelista (1990); Martin (1992); Fearon
(1998); Downs, Rocke, and Barsoom (1998); Gilligan (200gten (2005); Svolik (2006).

11Gruber (2000).

12K raft (2006); Neumayer (2010). This does not even considétigal considerations that might impinge
on one’s preferences regarding a particular economicractio



produce negative externalities for some governments. kample, when the UN Secu-
rity Council discussed intervention in Rwanda, the Rwandampermanent representative
to the Security Council was part of the extremist Hutu gorregnt that had planned the
genocide. It therefore had strong objections to a UN-ledrintion!® More generally,
governments with strategic interests in the target of wetietion (or those who prefer an-
other form of international pressure because they disagithethe leaders of the action)
might well experience negative externalities should th®adake place, and as a result can
end up in active opposition to it.

The uneven distribution of externalities from collectivetian can lead to conflict be-
tween supporters and opponents, and this conflict might ie gastly. One illustration
of what can happen when actors fail to avoid that costly amtétion is furnished by the
attempts to regulate trade of genetically modified orgasig®MOs)* Since the 1990s
major food importers have demanded international reguiatin the increasing trade of
GMOs. One of the main supporters of international regutetiof GMOs is the European
Union. The EU calls for the international adoption of theégautionary principle” which
legitimizes the restriction of GMO trade even without coffipg scientific evidence about
possible health and safety hazards. Major exporters of Gkt@ugts, on the other hand,
fear tremendous costs from the implementation of this jpladbecause it implies de
factoembargo on GMO imports in states that decide to regulate Gidid®t The unilateral
regulation of GMOs in the EU since the 1990s has led to a dedfrAmerican GM corn
imports from about $211 million in 1997 to merely $0.5 mitlicn 2005. Similarly, GM
soybean exports fell from $2.3 billion in 1997 to $0.51 bifliin 2005 (Peterson, 2009).
These losses are expected to continue particularly afeeEth negotiated the Cartagena
Protocol on Biosafety which created an opportunity foregab pursue collective action
according to the precautionary principle outside of the Wil@nework. As of December
2010, 159 states have signed or ratified the Protocol, andnitlades all members of the
EU, major importers of agricultural products like Chinayig India, and Japan, and many
African counties that import food or receive food aid frore thnited States.

In an attempt to avoid these negative externalities, theéedritates (together with some
other GMO exporters) lobbied in favor of keeping the exptiaound science principle”
(which rejects biosafety regulation without compellingestific evidence), and invested
heavily in sabotaging the efforts of the European Union. Ulvetoed the adoption of
regulations within the WTO and other international bodi&hen the EU attempted to
mobilize support for its position, the US heavily criticizégs actions, and even accused the
EU of having threatened developing countries with deniaidfshould they accept GMO
food aid!® Most drastically, the US government initiated a trade dispuithin the WTO
to stop GMO regulation, and then started itself to put serjpessure on African countries
to abide by that position. Many of these countries had impleied some sort of regulation
on GMO trade and had requested that aid donors send non-GbtDofp if that were not
possible, to give cash instead of in-kind aid. Although mdaoyors complied with these
requests, the United States did not. Instead, it used iengreent position as a major food

13Barnett (2003).
14For an excellent summary of international regulation of Gv@e Pollack and Shaffer (2009).
15Clapp (2004).



donor in the region to threaten to cut off aid completely saléhe recipients abandoned
the regulations. Faced with famine, many of these Africatestcomplied and waived the
restrictions on GMO trade they had implemented. The US aksot\iurther in trying to
generate African support for its WTO complaint. When the [i@n government, which
had initially supported the US, decided to withdraw fromd¢benplaint, the US retaliated by
pulling out of the free trade agreement talks. Thus, fightigginst the negative externalities
that the EU policy would have imposed cost the US both palit;nd economic capital.

The European Union itself had to spend significant resouircake fight against the
US position. It had to invest heavily in institution-buihdy projects in African developing
countries to offset the potential loss of American aid. $ioathreatened to ban imports of
agricultural products from countries that used GMOs in &napt to rally support for the
precautionary principle and overcome American opposition

Thus, the conflict between the United States and the Europeamn about the desir-
ability of the international collective action regardingde in GMOs proved quite costly to
both sides. Part of the problem that prevented a workablgoamise was the uncertainty
about the preferences of many countries. Although manycaffristates were concerned
about GMO trade, they were also highly dependent on Amerficad aid. It was by no
means clear either to the US or the EU which of these factorddweeigh most heavily
on their final position. Moreover, uncertainty can alsoafi®m the variability of future
preferences® For example, if a country allocates more land towards GMQlpetion, it
will become less supportive of the Cartagena Protocol. I18ityj changes in public opin-
ion, which might not be easy to predict, can affect the degfesupport for international
cooperation. For instance, the increasing public awaeeokslimate change has arguably
affected the willingness of governments to support clintfiitnge agreements on the inter-
national level.

In the situation described above, the success of intemedticooperation doesot de-
pend on the effectiveness of enforcement mechanisms, bilteoability of supporters to
overcome the opposition to cooperation in a situation irciigireferences are private infor-
mation (e.g. the U.S. expected Egypt to back it up againsgiaGana, but Egypt withdrew
from the WTO complaint). In other words, actors must idgnd&ch other’s preferences
through some form of communication in order to organize groups of supporters and
opponents that can then coordinate on some policy. Once tresips are identified, one
can use its superior resources to impose a solution on tee dtlhe opponents prevail, the
collective action will not take place, and if the supportées then it will. Conflict usually
entails significant waste as resources are dissipated digtiterather than on the imple-
mentation of the desired action. In the GMO case, both the EUthe US had to spend
resources on ensuring sufficient third-party support feirthosition — one had to spend in
order to overcome the opposition created by the spendingecdther. Clearly, this type of
imposition is very burdensome for both sides and there apagtncentives to find a way
to avoid paying its costs. The GMO case, then, shows what appedm when actors fall
to organize themselves in order to avoid the costs of confligs against this background
— of what will happen without a mechanism to avoid the “brigese” imposition — that
actors must consider how to coordinate on an issue whermatienal cooperation has

18Downs, Rocke, and Barsoom (1998).



uneven distributional consequences.

The GMO case motivates the assumptions we make in our modat &te “anarchic”
context in which actors must organize. We study three wayshich they can coordinate
the conflictual and cooperative aspects of the situatiorchéesie outcomes that are Pareto
superior to the type of fighting that the GMO case exemplif& must make clear that
we do not attempt to explain under what conditions actordhifagjl to coordinate on one
of these organizational forms; indeed, this is an imporéatt fascinating topic for future
study!’ Instead, we seek to show what kind of alternatives they ndghsider and explore
the conditions under which they might prefer one to the otiver

We start with the fundamental uncertainty about the distidim of preferences regarding
the collective action, which necessitates some form of camaation that actors can use
to reveal them. We focus on voting as the simplest form of canmination that can indicate
support or opposition for an action. We find that in an envinent where one is not bound
either by the collective outcome of the vote (one can stillcantrary to what the required
majority has indicated) or by the implication of one’s owrtesone can act contrary to the
support or opposition indicated with one’s vote), makinig tommunication meaningful
can be difficult. The institutional design must ensure bb#t voting is sincere and that the
subsequent action implied by the vote is self-enforcings firecisely to the study of the
the ways of doing so that we now turn.

3 The Stage Game

There areN players, each endowed with 1 unit of resource, who might iartake a
collective action® The action produces a discrete public outcomex 2, and players
differ in their valuation of that outcome. The action suaseenly if at least) > 1 resources
are dedicated to it, and it fails (if attempted) otherwigehé action is taken, the individual
payoff is:

u; =1—x; + nv;a,

wherex; € [0, 1] isi’s spending in support or opposition of the actiop,e {—1,1} isi’s
valuation of the benefit, and is the probability tha& is produced. Observe thatif = —1,
the individual prefers that the action is not taken, so wdl gladl him anopponentand if

v; = 1, he prefers that it is, so we shall call hinsapporter Since individuals might have
opposing preferences over the desirability of the actiogy tnight choose to dedicate their
resources either in support of its success or against it. 38lenae a simple “technology of
conflict” in which whether the action will succeed dependston difference between the
resources dedicated in its support and the resources tediggainst it. Lef be the set of
supporters an@ be the set of opponents. Théh= ) ;¢ x; are the resources devoted to

1"However, our model does suggest one possibility: short@haaf the future that make the two coercive
mechanisms impossible to implement and large transactists ¢hat put the third, delegated, solution out of
reach. We think that overt conflict of the type that occurrethe GMO case should be relatively rare because
most international interaction would be successfully aigad to avoid it. Still, we can think of at least one
other similar situation: the conflict over the Kyoto Protbc&chneider and Urpelainen (2010) study the causes
of such conflicts in general and provide an extended disongdithe Cartagena Protocol case in particular.
187 mathematical appendix with all proofs is available frora #uthors.



action by its supporters, arid = ) ", x; are the resources devoted against the action by
its opponents. Given any positive integee Z, the probability that: is produced is:

1 fX-Y >80
T =10 fX—-Y<6-1
1/, otherwise

The idea is that if supporters out-spend opponents enougte&t the minimum costs of
action, then the action will take plaé&. With this specification and the assumption that
a > 2, it always pays for an individual to spend his entire reseufcoing so meant he
would obtain the preferred outcome arwith certainty. Assume that < N or else the
action is infeasible because it is beyond the means of thes exlective.

We will consider situations in which players can (costigssbordinate their actions so
that supporters and opponents can act as groupssS ldeinote the number of supporters
andN — S denote the number of opponents. The supportersmposethe action if they
have enough resources to pay for it and overcome any opmusitihich will be the case
whenS — (N — §) > 6, orwhen

S > ’7N—+0—‘ = S..
2

SinceS, > 6, the action is feasible when it can be imposed. When S., then opponents
canimposethe status quo on the supporters. There is always an eduititin which no-
body invests anything and the action does not take placee sia supporter can unilaterally
implement the action, if no supporter is expected to coateipthen no supporter would be
willing to deviate by contributing (uselessly). Since thatss quo remains in place at no
cost, no opponent would deviate to costly defensive measure

Whether there are other equilibria and what form they takgedds on the timing of
investments. It is not difficult to see that when it comes tmouotting one’s resources, the
two groups are in a war of attrition: each wants the other ormmmit first so that it can
tailor its own contribution appropriatefy. We have several substantive reasons for choosing
the model in which supporters commit before opponents dost,At might make sense
that since in the absence of action the status quo (that epp®fike) prevails, the onus on
changing this is on the supporters who would have to takenitiative. Second, if the action
takes time to occur, then opponents can always wait for tgnsado make their irreversible
investment before committing their resources one way oother. While supporters want
opponents to move first, the premium on taking the action trighmpel them not to wait

19The first-past the post contest-success function is combuinye introduced the additional assumptions
to ensure that there are optimal solutions. If, for instamee assume that = 1 whenX — Y > 6 and0
otherwise, there will be no optimal way to block the actiofin@ugh there will be an optimal way to take
it). That's because contributions are costly, and oppanean get arbitrarily close t6 from below while
blocking the action and reducing their own contributiondie Bame problem crops up with = 1/2 when
X —Y = 0 only. Then, if there is any slack in resource contributioredher side, an arbitrarily small increase
in contribution would discontinuously tip the scales indaef that side. With our specification, there is a flat
region in the neighborhood arouddvhere uncertainty prevails.

2OMore details available from the authors. With simultanemases, there is no coalition-proof pure-strategy
Nash equilibrium in any non-trivial environment.



too long (especially if the action becomes ineffective mashe deadline). Third, as we
shall see, the issue becomes rather moot when there is aintgrbver the preferences of
players: before any group can move, its membership would abe ascertained. Thus,
we now focus on the model where the supporters move first.

This single-shot interaction has two types of pure-strageghgame perfect equilibria, of
which only one is coalition-proof whefi > S.. Recall that a coalition-proof Nash equilib-
rium is one where there exists no proper subset of playets#imebenefit by deviating as a
group, and where the group itself is not vulnerable to suhygdeviations. Let’s start with
S < S, in which case opponents have a credible threat (as a grougptk the action.
In the subgame after supporters have invested skmepponents can always form some
group that can block it. Any subset 6f with size G, < N — S and the property that
G, < X + 6 — 1 would work and would be self-enforcing if all members sperdatly
x = (X +60—-1)/G, each and all non-member opponents spend nothing. The nmmimu
cost of such coalition is, of course, the grand coalition gbanents. Any deviation by a
contributor would increase the probability of action frortoQl4, and any contribution by a
non-contributor would not affect the zero-probability.vén that the action will always be
blocked by some coalition, supporters have no incentivgpémd anything, in coalitions or
otherwise. The uniqgue symmetric coalition-proof SPE istlan nobody to spend anything
along the path, and for the grand coalition of opponentsdokblny positive spending off
the path.

The zero-spending equilibrium is also subgame-perfectw$he S, but is not coalition-
proof. To see this, observe that if no supporter spends egytho individual can imple-
ment the action by himself, so there is no incentive to cbatd either. Given the zero
contribution by supporters, consuming privately is a besponse for the opponents. Off
the path, opponents can credibly threaten to block anyrastich thatY — (N — S) < 6
(by forming a successful blocking coalition in the mannesalibed above), and would
consume privately otherwise (because there is no sensemnuisy against an action that
will take place regardless). This means that no coalitidealation that fails to invest more
than that amount can succeed. However, sisice S, implies that, at the very least, the
grand coalition of supporters can impose the action, ibfied that there exists some subset
of § of sizeG; < S, that can profitably deviate by spending exactly= 6 + (N — 5)
and ensuring success. Moreover, this coalition is selfreirig if each member contributes
precisely[d 4+ (N — S)]/Gs. Thus, the zero-contribution SPE is not coalition-proobn€
versely, any SPE in which some group of siZzg spends this amount is coalition-proof:
if any member contributed less, the action will fail, and awoyn-contributor benefits from
the action for free. The only possible coalitional deviatiwould involve some subset of
contributors, but they are already spending the minimuneseary for the action. Since
players are symmetric, there is no reason to expect thahiagybut the grand coalition of
supporters should form. Thus, we shall focus on the minincost-coalition-proof SPE
where all supporters contribute their equal shares.

PrRoOPOSITION1. The stage game has a unique symmetric coalition-proof subgzer-

fect equilibrium. IfS < S, then every player consumes privately and the status quo
prevails. IfS > S., then each supporter spends = (N + 8)/S — 1, opponents consume
privately, and the action takes place. 0



Proof. The optimality of on-the-path strategies is establishetiértext. Off the path, any
positive spending by supporters in the private spendingibgum is successfully blocked

by a minimum-cost coalition of opponents. To impose theoagtihe minimum-cost coali-
tion with symmetric contributions must sperdS — (N — S) = 6, which yields the value

of x. specified in the proposition. Note that wh8n> S, this spending is feasible. Any
lower investment by supporters in the implementation duyiuim is successfully blocked
by a minimum-cost coalition of opponents. n

This result illustrates the “brute-force” resolution oéthroblem of collective action, and
is the type of “solution” that can arise when actors do notrdimate to avoid it (e.g., the
GMO case). This behavior is socially inefficient: (i) theiantfails to take place when
it should from social welfare perspective, and (ii) whended take place, resources are
wasted on deterring opponents. It is easy to see the lattaube supporters must spend
enough to deter potential blocking coalitions even tholngisé¢ do not form on the equilib-
rium path. The other problem is that the status quo mighigierssituations when it would
be socially beneficial to implement the action. To see thippsse there existed a planner
who simply maximized social welfare and who could implemideat action at cost while
(costlessly) enforcing his decision. Since he can alwayisitaia the status quo, society is
guaranteed the income from private consumption whenevehbeses not to implement
the action. The social welfare then will Bé.

When would he implement the action? The planner could chtwose either supporters
only or everyone, at a flat rate that collects just enoughuress to pay for the action.
Social welfare from implementation will be the samé#+ a(2S — N) — 6, in either casé!
The planner will act when doing so is at least as good as rengawith the status quo, or

whenever:

SinceS, — & = 6(1 — 1/a)/2 > 0, the coalition size required to implement the action in
equilibrium is always strictly greater than what the sadieptimum would be. Moreover,
this difference increases in the costs of the actibnand in the magnitude of its exter-
nalities,a. The one thing that the SPE has going for it is that at leasattien cantake
place when there is sufficient support. This, however, torrtdo be a consequence of the
complete information assumption.

4 The Problem of Voting: Why Have It and How to Make It M eaningful ?

The assumption of common knowledge of preferences is, afsepwery strong. More
realistically, a player might learn his own preferencesualieking the action in a particular
period but the actual distribution of preferences amongeakeof the players would not be
common knowledge; players can only estimate it from therprido model this, let each

21)f only supporters are taxed, the rate wouldibe- 6/, and social welfare will beS(1 + a — x) + (N —
S)Y(1—a) =N +a(2S — N) — 6. If everyone is taxed, the rate would lbe= 6/ N, and social welfare will be
S(l—a—x)+(N—=S)(1—a—x)=N+aS — N)— 6 as well. Of course, if supporters must shoulder
the costs by themselves, it is also necessary@hat 6 or else the action would be infeasible. This constraint
does not arise if all players are taxed becalise N by assumption.
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player privately observe;, and only know that individual realizations are randomlyl an
independently drawn from a distribution wigh € (0, 1) being the probability ob = 1,
and1 — p being the probability oy = —1. This distribution is common knowledge.
From any player’s perspective, the probability that theesexactlyk supporters among the
remainingN — 1 players is:

f(k)=< .

l)pk(l . p)N—l—k.
Since the private values are independently drawn, learoimas own value tells a player
nothing about the other players.

Let us begin with a solution without communication amongglaers. Since the iden-
tity of supporters (and opponents) is not known, playersichnoordinate in the way they
could before. In particular, we now have to assume that &gty moves simultaneously.
Thus, in each period players learn their preferences ptiyadind then simultaneously de-
cide how much to spend. As with complete information, theralways the equilibrium
where nobody spends anything regardless of their privadizetions. An opponent is
happy when the action will not take place and has no reasopetadson deterrence given
the equilibrium expectations. A supporter cannot impletrba action unilaterally, and
since he expects that nobody else will contribute, he doesardribute either. Since play-
ers cannot communicate, they cannot identify a coalitidrssipporters that can impose the
action, and as a result cannot coordinate to do so. The fmitpresult shows that this is, in
fact, the only equilibrium of the game.

LEMMA 1. The unigue equilibrium without communication is for evexyypto consume
privately, and the outcome is always the status quo. o

We conclude that with uncertainty the action will never taitace in the absence of
communication. Since players cannot coordinate withowinkng about the distribution
of preferences, they need to be able to reveal what theiatetiknown preferences are.
Because the relevant bit of information is whether the playeports or opposes the action,
we will consider the simplest possible form of communicatiplayers simultaneously an-
nounce whether they support the action or oppose it, i.ey, tote. That is, we have a
straightforward reason to consider voting if we concejteat asa method of communi-
cating privately-known preferencé$

Consider then the model with a voting stage. Players obsberepreferences privately
and simultaneously vote whether to implement the actionotr Tihen they play the stage
game as before. To maintain symmetry with the original $madion, the group that voted
in support moves first, followed by the group that voted inagifion. These groups may
not necessarily coincide with the groups of actual suppeded opponents. (The timing
implies that if everyone votes for the action or everyoneesagainst it, all players move

225jnce the voting outcome is not binding in our environmertwill assume that players can decide on their
allocations regardless of the outcome of the vote (theyatns forced to abide by it). In this sense, voting in
this environment is not for preference aggregation thativoesult in some sort of social choice. Rather, itis a
primitive form of communication. As we shall see later, tlaging outcomecanbe made meaningful through
endogenous enforcement schemes.
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simultaneously.) The equilibrium from the game without coumication exists here as
well (players simply do not condition behavior on the votimgtcome). The question is
what they can do if they do pay attention to the voting. Mor¢hi® point, can the voting
reveal their preferences? The following result shows thedninot.

LEMMA 2.  Sincere voting cannot be sustained in equilibrium for &py< N. 0

The crux of the problem with the voting scheme in the singllet interaction is that when
voting outcomes are not binding on the collective, thereisast for casting one’s vote one
way and then acting contrary to’}. Thus, whereas there is a dire need to make preferences
common knowledge through voting, there is no way of doingnsthis environment. The
lack of enforcement creates incentives to falsify one’svétowever, since acting contrary
to one’s vote is observable, it could be subject to posséildiation in the future if the inter-
action is repeated. We now show that the traditional apré@overcoming such problems
through endogenous enforcement that relies on punishnraegies can be employed to
ensure that voting is sincere.

4.1 Coalitionsof the Willing

The first institution we examine parallels the solution unctemplete information: when-
ever an action is to be implemented, only the (self-idemtjf®upporters contribute toward
it; it is a “coalition of the willing.” Consider the super-gee which begins with players
choosing a quotaQ, which will be the minimum number of supporting votes befare
action can take place. The game then continues indefinitighyrepeated plays of the orig-
inal stage game with non-binding voting and asymmetricrinftion. The realization of
preferences is independent between periodsé leet0, 1) be the common discount factor.
Players maximize the discounted sum of per-period payoffs.

Recall the private consumption equilibrium of the stage gaxists even when voting is
possible. This means that the repeated game has an SPE impléners always consume
privately (that is, they always play the stage-game SPE)sh## use this as the reversion
equilibrium so it functions as punishment that might endosincere voting. Since each
player expects a per-period payoff of 1 in this equilibrivegardless of preferences, the
SPE threat payoff id/(1 — §). The following proposition establishes the necessary and
sufficient conditions under which the threat of revertinghis SPE can sustain minimum-
cost implementation in SPE with sincere voting.

PROPOSITION2. FixsomeQ (0 < Q < N), letx(qg) = 6/q, and let

dw(Q) = (1)

4
a+tw(Q)’

wheretw(Q) = p(a—x(Q) f(Q — 1) + X225 [2p — Da — px(k + 1)] f(k). The

23The only situation where sincere voting can work is the sgiezise withS. = N, which impliesd = N;
that is, all players must spend everything just to pay foratt@n. This is such a knife-edge condition that we
will ignore.
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following strategies constitute an SPE for &l §,,(Q) if, and only if,{w(Q) > 0 and

-1
af(Q—1) = > x(k+1)f(k). (SC)
e e’
benefit of sincerity k=01

cost of sincerity

In each period players vote sincerely; if there are= Q votes in favor of the action, sup-
porters spend:(g) each and opponents consume privately; otherwise everyomsumes
privately. If the action ever fails when it is supposed toetpkace (because some player
who voted for it fails to contribute or because it is blockgddpponents) or is imposed
when it is not, players revert to the unconditional SPE witligte consumption. If the ac-
tion is attempted and the opponents can block it, then thagkhkt and the game continues
as before. The equilibrium period payofflist ¢y (Q). 0

As we shall see, it is always possible to find a quota that casfhgall conditions. Re-
peated interaction can coerce sincere voting by threajengitaliation for acting contrary
to one’s vote. Although this institution can support cogpen, it has at least two prob-
lems even in the highly permissive environment which igaan@nitoring and coordination
costs. First, the institution must guard against two tyfedewiations: opponents derail-
ing the action at the implementation stage, and suppomgrgtto free-ride by pretending
to be opponents and enjoying the benefits without incurtdirggdosts. The first deviation
is observable, so players can implement the conditionaispument to deter it. Given an
optimal quota, the high discount factor guarantees thaptimsshment will be sufficiently
severe to keep opponents in line. Thus, the informal iriglitican protect against such the
first type of deviation provided future cooperation is sudintly valuable. The other type of
defection is far harder to guard against because it cannobberved: the supporter votes
against the action and then consumes privately regardfébe outcome. This behavior is
identical with that of opponents, so there is no way to im@atrconditional punishments
to protect against it. There is no threat-based solutionhisrproblem: condition (SC) in
Proposition 2, the “sincerity constraint”, shows what isegsary and sufficient for it not be
S0 severe as to derail cooperation. To see this more clemty, that if an opponent votes
sincerely, the only benefit of doing so is that the action hdllimplemented if he turns out
to be pivotal because without his vote it will then fail. It ather cases his vote does not
affect the probability of the outcome but it does affect tists to the player should the
action be voted for implementation. Since the player mustrdmte when he supports the
action (failing to do so will derail the action immediatelyrfsure), the cost of sincerity is
the expected contribution he will have to make for all thasgasions when the quota will
be met. Thus, sincere voting by a supporter can be sustainadd only if, its benefits
outweigh its costs, which is what (SC) ensures.

As it turns out, the sincerity constraint can be severelydibig, especially when the
probability of being a supporter is moderate to high. To shiow, we now examine the
optimal quota, which maximizes(Q) = 1+ {w(Q) under the two constraints tha > 6
and (SC).
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LEMMA 3.  The optimal quota for a coalition of the willing B, = max8, & +n(p)},
wheren(p) > 0 is the smallest integer such th& + n(p) satisfies the sincere voting
constraint in(SC) The stepping function(p) is non-decreasing. o

When p is sufficiently low, the optimal quota is at the societal opim, &, provided
a group of that size can implement the action, or at the sstadlech group that cam,
otherwise. (This constraint would also bind if the sociarnpier taxed supporters only.)
However, asp increases, so does the optimal quota, in a stepwise manttediscontin-
uous jumps. In these cases, condition (SC) binds and foheeguota up and away from
the social optimum, as illustrated in Figure 1. The vertlos marks the smallest value
for p for which the sincerity constraint binds: for ailless than that value(p) = 0, so
Ow = S

20

= (), (optimal coalition of the willing)

19

== == Social optimum (universal institution)

16

12

10

L L L L L L L L L L L L
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Probability of Being a Supporter (p)
Figure 1: Coalitions of the Willing and the Social Optimum & 20,a = 3,0 = 11).

Why does this happen? As the probability of support increatbee likelihood that any
one player would be pivotal for any given quota decreasess ifbreases the temptation
to free-ride because it reduces the expected cost of vogainst the action. The only
way to overcome this problem is to increase the quota: domngeduces the expected
benefit of free-riding because it decreases the probaltfildy the action would take place
without one’s vote. This restores the incentive to voteaiely but asp increases further,
the problem re-appears and the quota must be adjusted dgathis way, the sincerity
constraint drives the optimal quota further away from wkatdcially desirable. Somewhat
paradoxically, as the number of actors that might be sujweodf the action increases,
the institution, in which only the coalition of the (selfedtified) willing contributes to the
action, becomes ever less socially efficient.

24This can be easily computed by solving (SC) foas an equation &b.
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This social inefficiency and its causal source, the incenfir supporters to free-ride,
suggest that it might be beneficial to organize cooperatifiarently. The first problem is
that concentrating the costs on the group of cooperatordyates socially desirable out-
comes because doing so puts expensive actions out of reaelsetond problem is that a
supporter might have incentives to distort his vote in afietm conserve his resources. An
institution with universal contributions might help witloth problems: it spreads the costs
among all players, and since one has to contribute wheneeection is voted to take place
regardless of whether one voted for it or against it, thepaishbe no incentive to distort a
supporting vote.

4.2 Universal Decentralized Contributions

We now consider an institution with universal contribusorone, where each player —
supporter and opponent alike — is supposed to contributereuss the agreed-upon quota
is met. This changes nothing in the single-shot interactioere is no reason for opponents
to abide by the outcome if they can block it, and there is ngardor supporters not to
impose it if they identify themselves. This destroys theeittves for sincere voting and
private consumption remains the sole equilibrium outcokh@wever, since every relevant
deviation is now observable, it can be subject to collegtiveishment when the interaction
is repeated.

Consider then the same model but with different strategiesors agree on a quotd),
and promise to spend amount= 6/N each, if the action garnets> Q votes in favor.
As before, in each period, they observe their private valugte, and then act depending on
the outcome of the vote. If any player fails to contribute whe> Q or if the supporters
force the action even though < Q, then they revert to the stage-game Nash equilibrium
where everyone always consumes privately. The followisglteestablishes the necessary
and sufficient conditions to support a cooperative SPE witbese voting and universal
contributions.

PrROPOSITION3. Fixsome quotaD (1 < Q < N),letx =60/N, and let

a—+x
a+x+§u(Q)’

wherely(Q) = pla —x)f(Q — 1)+ [2p — Da —x] (1 — F(Q — 1)). The following
strategies constitute an SPE for afy> § ,(Q) if, and only if,{,(Q) > 0. In each period
players vote sincerely; if there awe > Q votes in favor of the action, then each player
spendsyx and it gets implemented, otherwise everyone consumedgiyivdf some player
fails to contribute what they are supposed to or if the actiets implemented when< Q,
players revert to the unconditional SPE with private congtiom. If the action is attempted
with g < Q but opponents can block it, then they block it and the gamérues as before.
The equilibrium period payoff i + {,(Q). o

8u(Q) = (2)

Observe that there is no analogue to (SC); that is we no lomged a special condition
to exclude free-riding by supporters. The reason is simplsupporter who votes against
the action lowers the probability of implementation (by firebability that he is pivotal)
but does not save on his contribution for all those casesentiner action will go forward
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regardless of his vote. Thus, the only relevant comparisorhin involves private con-

sumption by derailing the action and getting it implementadd we know that in such
situations supporters always prefer implementation. Theeusal institution can alleviate
the free-riding problem. Since this was the cause of theesitycconstraint to bind with the

coalitions of the willing, there should be no such lower bdbam the optimal quota here.
Furthermore, since everyone contributes once the actiootésl for implementation, there
is no constraint implied by its costliness. In other wortleré should be nothing to force
the quota of the universal institution away from the socimum. Indeed, this turns out
to be the case, as the following result shows.

LEMMA 4. The optimal quota for the universal institution @, = & regardless ofp,
and is always socially optimal eveax post 0

The optimal quota for a universal institution is not justépéndent of the uncertainty, it
is socially optimal even after the uncertainty is removedHhsy act of voting. It is worth
emphasizing this finding because asymmetric informatiarallis induces seriousx post
inefficiencies (as indeed it does with the coalition of thdlimg). Lemma 4, however,
shows that a universal institution does not have to suftenfthis problem. The intuition is
that in that institution the quota is selected to maximizedtference between the private
consumption outcome and the expected outcome when everjyope in to pay for the
action. In the latter, each player expects to pay the coshwliaction is taken, removing
any incentive to consider the likelihood of being a support8ince the collective will
bear the costs, the only relevant consideration is how masyloers will find the action
beneficial. In other words, precisely what the valué&ogives us.

Does this mean that players would always opt for the univ@rsttution over a coalition
of the willing? The answer, it turns out, is negative.

4.3 TheOrganization of Coercive Cooperation

Since the universal institution is socially optined postand because players are symmetric
ex ante one might think that they would never choose to organizeoaditions of the
willing. Indeed, when it comes to the expected payoff, theansal institution is always at
least as good as the coalition of the willing, and often #yricetter. However, it requires a
longer shadow of the future to implement. Thus, when plagegsindifferent between the
two institutions in the short-term, only the coalition oéttvilling might be feasible.

We develop this argument in several steps. First, we shawftiee quotas are the same,
both institutional arrangements yield the same expectgdfpa

PrRoPOSITION4.  The expected payoff in both institutions is the same whenitgle-
ment the same quota. 0

Recall from Lemma 3 that the social optimughcan be supported in a coalition of the
willing whenever the cost and sincerity constraints do mod bSince this is the equilibrium
quota for the universal institution, Proposition 4 immeel implies that players will be
indifferent between the two in these circumstances. Sime# other situations the coalition
of the willing requires a quota that is worse than the uncaimstd social optimum but the
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universal institution does not, it follows that the latteushbe strictly better. Thus, when it
comes to expected payoffs, the universal institution inexorse than the coalition of the
willing and is often strictly preferable. Figure 2(a) iltuastes this?®
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Probability of Being a Supporter (p) Probability of Being a Supporter (p)
(a) Per-period Equilibrium Payoffs. (b) The Shadow of the Future.

Figure 2: Coalitions of the Willing and Universal Institotis V = 20,a = 3,6 = 11).

The only reason to opt for a coalition of the willing, then, shibe that the universal
institution is infeasible given how much actors discout fiiture. Observe now that

a
a—+x

3,(6) > 8,(Qw) €& Lw(Qw) > ( )QU(G),

wherex = 0/N. If Qw = 6, then{y (&) = ¢u(S) by Proposition 4, which immediately
implies that the inequality holds. Thus, in these situaitme discount factor required to
sustain the universal institution is strictly higher thahatis required to sustain a coalition
of the willing.?® When players are indifferent among the two institutiondy ¢ime coalition
of the willing might be feasible if players do not care abdw future sufficiently to imple-
ment the more demanding universal institution. Moreoves, problem might crop up even
when the universal institution is strictly preferable:dtantirely possible for the inequality
to hold even thouglyy(Qw) < ¢u(S) because the coefficient on the latter is less than 1.
As Figure 2(b) shows, the relationship between the two Hules can be quite involved
once p forces Q, away from the social optimum: for some valuespothe coalition of
the willing is easier to implement, and for others it is thévarsal institution. The overall
picture, however, is clear: if players are patient enouigén the universal institution is the
way to go, especially if the probability of support is not tow.

25The payoff in the coalition of the willing is discontinuous p because the optimal quota increases in dis-
crete jumps, as shown in Figure 1. Recall that when the stga@mstraint binds and the quota increases by one
unit, the constraint will not bind again within some rangevaliues forp. Over this range, the payoff increases
with p until p gets to so high that the constraint binds again. This resuétsother sharp (discontinuous) drop,
and the process repeats itself.

26since we used grim trigger strategies to support cooperatiese discount factors are the least demanding;
any other strategy would require a longer shadow of the éutur
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4.4 ThelLimitsof Sef-Enforcement

We have now identified two solutions to the problem of medhihgopmmunication. They
both make sincere voting self-enforcing with the threattaralon cooperation if any player
deviates in his actions from the way he is supposed to behaea the voting outcome.
This, of course, is the traditional method of coercing coafiee behavior that might be
suboptimal in the short term. As such, these solutions stiffen the familiar host of
problems associated with this approach to endogenizingregrhent. We have essentially
stacked the model in favor of cooperation because we (1eotmg monitoring and coordi-
nation costs, (2) assumed deviations are identifiable, anigiiored the fact that reversion
to the private consumption SPE is not renegotiation-prééé. now note how these might
affect our results.

First, we have assumed away transaction costs. The costlestination might not be an
issue in the complete information setting but it does becattoeigher assumption when we
move to the asymmetric information settings. Players cde,\vabserve voting outcomes,
monitor each other's compliance, and then coordinate ttwitributions (or, if need be,
punishments off the equilibrium path), all without payingydransaction costs. Introduc-
ing any of these considerations in the model will make thétut®ons harder to sustain
because they will lower the expected payoff from partidgrat Since the reversion payoff
is constant at 1 (private consumption), this will make caapen less valuable overall, and
therefore harder to sustain.

Second, and related to the first, we have assumed that a¢dans contributions) are
perfectly observable, that there is no noise, and that therasucceeds whenever actors
contribute enough to it. These permit players to identifgsth who attempt to free-ride
or purposefully derail implementation. If the outcome o #ittempt to implement the ac-
tion is uncertain — i.e., there is some positive probabiitat it will not succeed even if
all required contributions have been made — and if playensatdy imperfectly monitor
the effort they put forward, then deviations will be hardedetect. This will increase the
incentives for supporters to free-ride on the efforts ofrthadlows, and might even tempt
opponents to derail the action hoping that the bad outcomadimze attributed to the inher-
ent riskiness of the action itself. The institution would/@ado account for these problems
by relaxing the trigger somewhat but keeping it tight enotayprevent players from taking
advantage of the noisy environment. It is mopriori clear whether the overall impact on
the expected value of the institutions would be detrimertal one hand, the institutions
would deliver less to those who do what they are supposedatovibhen they are supporters
and refrain from blocking when they are opponents and the goés against them) because
cooperation will fail when it would not have had in the noégssl environment. On the other
hand, however, the occasional bump from secret deviatiams these strategies might be
beneficial. At any rate, the institutions would have to benfare involved if they are to be
able to handle these problems, which in turn would increlasdransaction costs and make
them less valuable.

Third, we used a grim trigger strategy to sustain cooperatithis type of punishment
might be too severe for the other players to execute. If appoent yields to temptation
and blocks the action in one period, the game reverts to thstyossible equilibrium
where the action never takes place. When the probabilitymiga supporter is sufficiently
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high (as required by the cooperative SPE), this punishnsemttremely painful because the
expected benefits from the cooperative solution are qugk. hThus, the players that are
supposed to punish the deviant might be sorely tempted turégtie deviation. In other
words, the grim trigger might not be renegotiation-prooheTplayers will either have to
agree to abandon cooperation or, more likely, agree to bpunishment. The latter tactic,
of course, makes the temptation to defect even strongeubedtundermines the severity
of the threat. It might be possible to support cooperativee@ues with renegotiation-
proof punishment strategies that are not as grim but thosgdwequire players to agree to
complicated schemes that allow some of them to deviate ierdodbalance out deviations
from the equilibrium path. Moreover, any strategy of punigimts milder than the grim
trigger would require higher discount factors to sustaiakimg it more likely that the lower
bounds we identified become binding.

The fundamental problem with these solutions is that thegeguire players to be suf-
ficiently patient. Transaction costs, monitoring and notbe credibility of punishment
strategies — all of these issues require investments owimhahat reduce the expected
value along the cooperative path. Since compliance is eafowith threats to revert to
private consumption, the lower value of cooperation makearider to sustain the institu-
tions because they require even longer time horizons ta detgations. Ultimatelyany
institution that coerces cooperation with conditionaktts of future punishment would be
vulnerable in this way. Thus, we want to know if it is possitiesustain cooperation with-
out coercion: if it can be done, then there would be no needhimats, and no need to
worry about how valuable the future is.

5 An Ingtitution without Coercion: Delegation to an Agent

We now analyze whether it is possible to maintain coopeanatemardless of the players’
time preferences. To this end, we begin with the single-glaote: if we can find a way
to obtain a cooperative equilibrium here, then we autoraliyiobtain the result in the re-
peated setting by simply having players choose the stage-gguilibrium unconditionally
in each period.

We propose the following formal organization. The playagsea on a quotaQ, and
hire an agent whose wagelig > 0. The agent’s wage is exogenous (possibly determined
by outside opportunities for employment), and each plagetributesw = W/N toward
it. Assume that the agent has no preferences regarding tiom @and cannot use any re-
sources (other than his wage) entrusted to him for privaite. d@efore players learn their
preferences, they contribute a portion of their resouregss (w, 1], to the agent. If any
player contributes less, the agent returns the contribsitend the game continues as it
would without him. After learning their preferences, plesyeote whether to implement the
action. The agent invest® = (xo — w)N toward action if the number of votes in support
is at leastQ, and returnscy — w to each player otherwise. Since the action must be feasible
at the maximum that the players can contribute toward it, eqeire that(l — w)N > 6,
which we can express as < w, wherew = 1 — /N, or else the combined cost of the
formal organization and the action exceed the total regsuavailable to the players (i.e.,
the organization is not feasible). To keep things consistéth the preceding analysis, the
timing is as follows: after the vote takes place, the agentendirst, followed by the group
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that voted in support of the action, followed by the group thded against it.

Several things about this scenario are worth noting. Fal{players contribute to the
agent’s war chest. Sinex antethey are all the same, we focus on symmetric contributions.
Second, the voting outcome is still not binding for the ptayenly for the agent. Since the
agent is assumed to have no preferences for the action, lo@wanit to invest according to
the agreed-upon voting outcome. Players, on the other ltandstill choose how to spend
their resources. In particular, supporters can increase ¢hntribution, and opponents can
still try to block the action. Third, the assumption that #gent returns the contributions
(net his fee) if the action fails to garner the minimum regdisupport stacks the model
againstsincere voting because it might allow the players to usertfgrnation obtained at
the voting stage after a failed vote to force the action vhithresources they obtain. Fourth,
we have not assumed any special expertise or informatiaivalsages for the agent relative
to the other players. That is, none of the usual rationaleddtegation apply here. All the
agent has to do here is comply with the voting outcome.

5.1 TheAgent-Implementing Equilibrium

The first feature of this organization we must decide uponhietiver players should con-
tribute anything over their initial investment when theesgoes in favor of implementing
the action. Letx(¢) denote that additional contribution. Claim 1 in Appendixfows that
any strategy profile with sincere voting wher¢;) > 0 for someqg > Q is vulnerable to
opponent deviations of the type that destroyed any charcgrfoere voting in Lemma 2.
The intuition is that whereas falsely voting in favor of thatian triggers an attempt to im-
plement it that would not have otherwise occurred (that isemvthere arg? — 1 actual
supporters), this cost can be offset by successfully diegaihe implementation after all
tallies that require supporters to invest a positive amadargnsure that the action takes
place: they would under-invest, mistakenly believing ttietir number is larger, and the
opponents will then have enough to derail the implemematithus, we shall restrict at-
tention to equilibria in whiche (¢) = 0 for all ¢ > Q: supporters (and opponents) consume
privately their remaining resources when the action takasep

When there are no additional contributions after the vdtejust be the case that the
resources the agent controls are sufficient to overcome ppgsition that might arise. If
this were not so, then the group of self-identified opponeatscoalesce to derail the action
in spite of the favorable vote. The largest opponent groap tieeds to be deterred from
doing so occurs at the quot@, so it is sufficient to ensure that the agent’s resources can
overcome their opposition. Since there is no need to givagleat any more resources than
absolutely necessary for that, it follows that(Q) must solveR — (1 — x¢)(N — Q) = 0,
which pins down the optimal initial “no-blocking” contribon (NBC), to:

1 N — 0
n(Q) = IR 2 (NBC)

Note thatxo(Q) < 1 for anyw < w, so this contribution is feasible whenever the organi-
zation itself is. Since the initial investment is sufficiéot the action to take place after the
affirmative vote, we shall call this aagent-implementingquilibrium.
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Although x¢(Q) is sufficient to ensure that opponents would not attempt dokothe
action whenever it is supposed to take place, we must alse satk that supporters do not
attempt to impose the action whenever it is not supposedkepkace. There should exist
nog < Q such that the self-identified group @supporters can impose the action using the
resources that the agent returns to the collective aftefailea vote. Given any quot@,
the largest such group @ — 1: if this group can be deterred from imposing the action after
reimbursement, then all smaller groups will be deterred ak. v&ince the agent always
keeps his fee, the “no-imposition” constraint (NICYis—w)(Q — 1) — (1 —w)(N —(Q —

1)) < 6 — 1, which we can rewrite as:

0 < {1 - G) (N - f_;i)ﬂ =0, (NIC)

Thus, any quota that does not exce@g will be such that the remaining opponents can
always successfully block imposition attempts by the sugp® who are not numerous
enough to get the agent to implement the actibriThis means that together (NBC) and
(NIC) guarantee that both opponents and supporters witleaby the outcome of the vote
and will consume privately whatever resources they hawr #fie agent moves. The fol-
lowing proposition shows that this is also sufficient to gudee that they vote sincerely
without coercion, so an equilibrium with delegation exists

PROPOSITION5.  ForanyQ < Q,, there exists an agent-implementing subgame-perfect
equilibrium. Players contributeg(Q) each and vote sincerely. The agent invests toward
the action if there are at leag? votes in favor, and reimburses the players otherwise. Play-
ers always consume privately the resources they have aftemgent’s move. If supporters
attempt to impose the action, the grand coalition of opptsmbtocks them. 0

Although this result tells us that there exists an SPE witleghgion, it says nothing
about the optimal quota players would use, and indeed rpthiratsoever about whether
they would even choose to delegate. The next step, therslete that there exists a unique
optimal quota, which maximizes the payoff from delegatimghte agent.

LEMMA 5.  There exists a uniqu&a,(w, p), which maximizes the delegation payoff.
Moreover, this optimal quota is non-decreasingpin 0

Although we could not obtain a closed-form solution for thgimal delegation quota,
finding it numerically is straightforwaréf To see whether players would choose to dele-
gate, we need to consider the alternative that they do notkid® what happens in that
case: the action will never take place (Lemma 1) becauserginmting cannot be sup-
ported (Lemma 2). The best alternative to no delegation ensthgle-shot interaction is
private consumption with a payoff of 1. This implies thaty@es would choose to delegate
if, and only if, doing so gives them something better.

2"How demanding is (NIC)? Note thal, is decreasing i and that liny, .o O, = [(N +0+1)/2] > Se.
Therefore, any) < S, is sufficientto ensure that (NIC) is satisfied regardless of the wage.

28The optimal delegation quota is the smallest integer suahttte left-hand side of (13) is less than the
right-hand side (the payoff from the next quota higher ugristty smaller).
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Figure 3: Delegation and Private Consumptioh £ 20,a = 3,60 = 11).

Figure 3 shows when delegation is preferable to private wopsion for two organiza-
tional cost scenarios: relatively modest costs (each g@etyps 0.5% of his resource endow-
ment in agent fees, shown in the top row) and somewhat erothiines (each actors pays
40% of his resource endowment in agent fees, the bottom wlhthe other parameters are
held at the values we used in the previous figures for thetamabf the willing and the uni-
versal institution. The vertical lines separate the vahfes for which private consumption
is preferable from those for which delegation is.

As we know from Lemma 5, the optimal quota is a non-decreadisgontinuous step-
function of p. Figures 3(a) and 3(c) show a pattern reminiscent of thergptyjuota for the
coalition of the willing in Figure 3, which might be surprigj. Recall that in coalitions of
the willing the quota is forced upward by the sincerity coaisit. Delegation is more like
the universal institution in that respect: since all playeontribute, there is no incentive
to vote insincerely when one is a supporter. Something elss be pushing the optimal
guota up here.

To understand what this is, note that the upward pressurbeoguota under delegation
comes from the unconstrained optimization itself: the guimtreases because doing so pro-
duces better expected payoffs, not because it must or elsgualibrium condition would
fail. Setting aside thex anteprobability that the quota is met for a moment, it is cleat tha
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players prefetarger quotas: a large quota means that when it is met, the lingepposi-
tion group will be small, which in turn means fewer resouncesst be wasted on deterring
its potential attempt to undermine the collective decismmmplement the action. In other
words, fewer resources have to be committed to the agentciesexof what is necessary to
implement the action at cost. Formally,

dvo(Q) 06— (1—w)N
do0 (N -0)?

where the inequality follows fromw < w. Since the amount contributed to the agent in
itself does not affect the probability that the action takésce in equilibrium, it follows
that players prefer to conserve as much as possible forterdansumption. Thus, for any
given probability of the action taking place, players woptdfer the largest possible quota
in order to minimize excess spending on deterrence. Thmgeh how high this quota
can be, of course, comes from the fact that for any given fitityaof being a supporter,
larger quotas meanslawer probability that the action will take place. This decreatbes
expected benefits, especially when players expect to beosepp with high probability.
The trade off players face, then, is that the lower cost olémentation must come at the
expense of its lower probability. Ag increases, the probability that any given quota will
be met increases as well, which makes the trade off less aad#ient. At some point, it
becomes beneficial to increase the quota and get the lowégrimeptation cost because the
probability that it will be met is high enough. Continuingtirnis way, we can see that the
optimal quota will increase in step-wise fashionzascreases. Even though the behavior
of the quota under delegation is superficially the same abelb&vior in a coalition of
the willing, the causes are radically different. This isaclg seen in Figures 3(b) and 3(d),
which show that the expected equilibrium payoff is stridgtigreasing inp under delegation,
whereas it is non-monotonic in the coalition of the williragg, revealed by Figure 2(a).
Another noteworthy result is that there are circumstanoeguwhich delegation appears
to be preferable even when the agent demands an excessive ifethis case, up to 45%
of each player’s budget! The wastage reflected by this fee dehice the expected payoff
from delegation, as one can see by comparing Figure 3(d)migtre 3(b). This in turn
means that delegation will not become attractive uptis sufficiently high. The plots
do, however, raise a question: is it the case that deleg&iahways preferable i is
high enough no matter how large the organizational costs/ighed, of course, they retain
the feasibility of implementation)? As it turns out, the waes is affirmative. We now
establish aufficientcondition that ensures that players will prefer to delegatn agent-
implementing equilibrium whenever the action is feasibleg the agent fee.

<0,

LEMMA 6. Ifthe probability of being a supporter is sufficiently highen players strictly
prefer to delegate foanyfeasible agent fee. 0

As Figure 3 shows, delegation becomes optimal (relativeit@ie consumption) at much
lower values ofp than the sufficient condition in Lemma 6 might suggest. Thisspecially
pronounced when the agent’s wage is not too high. At any va&diave shown that there
exist conditions under which players would delegate evengh it is costly. They prefer
to create a formal organization that would enable them t@eraie even in a single-shot

23



interaction even though voting in such an organization ishimding and even though they
must pay organizational costs and dissipate additionaluress (to ensure that whatever
opposition to implementation remains, it cannot block ttigoa).

5.2 Why Organize with Delegation with Repeated Play?

Consider now the repeated game with the possibility of @gleg. Since the choice of
0 is made before players learn their preferences for the ghetlee game is stationary
with respect to the voting rule. Thus, we lose no generafityd focus on equilibria in
which players set som@ for the duration of the game, and each period begins with thei
contributions to the agent. We now show that delegation s#yesupported in SPE in the
repeated game whenever it can be supported in equilibriumecdingle-shot game.

PrRoOPOSITIONG.  If delegation is preferable in the single-shot interactianQ,, then
the following strategies constitute a SPE of the repeatedegeegardless of the discount
factor: players choose delegation with,, and use the stage-game equilibrium strategies
from Proposition 5 in every period of the game. 0

This is an important result because it suggests one way iohydlayers can overcome
the limits of self-enforcement inherent in organizing aslitimns of the willing or in an
universal institution. These institutional arrangemears very attractive because they can
implement the action at cost and avoid the wastage inhenehti delegated environment
where the resources must be sufficient to overcome any lingeppositior?® However,
these coercive environments are fundamentally consttdogehe shadow of the future: it
has to be long enough so that the long-term costs of failingptiperate today outweigh
any gains that players might obtain by doing so. This requém could be quite severe,
as Figure 2(b) shows. Fgr ~ 0.4, for instance, the minimum discount factor required
to enable cooperation is close to 1. It stays ab@gefor p up t00.75. In other words,
even when there is a 75% chance of each player being suppoftitie action, the coercive
institutions require them to discount the future by no mor@nt20% or else cooperation
will be impossible.

The great advantage of the non-coercive environment isdbaperation requires no
threats of future punishment, which makes the shadow ofuhued irrelevant. For instance,
as Figure 3(b) shows, cooperation with delegation is paélerto private consumption
for any p > 0.4, which means that it can be implemented in situations wheeedugh
demands of the discount factor would make the other arraagemnimpossible. Even with
the relatively exorbitant agency fees in Figure 3(d), dafieq might work where nothing
else would (e.g., ap around0.65). The fact that delegation is non-coercive has other
positive implications: there is no need to monitor comp@nand the problems of noise,
involuntary defection, and renegotiation do not arise. iB@ns are simply ignored: the
play continues as if nothing has happened and there is notoeggktroy cooperation if
someone defects (or is believed to have defected). Finadiig that there is no special

29Even this must be tempered somewhat: including transactists, which are very similar to the sunk
cost of the agent’s fee, will reduce the attractiveness @fibn-delegated arrangements. Similarly, one could
delegate such that implementation is at cost and the lingejpponents are deterred with threats of future re-
taliation. This, in effect, is equivalent to incorporatitngnsaction costs in the model of the universal institution
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expertise required of the agent when it comes to the actiefedation here does not occur
because the agent can implement the action at lower costcaube he knows something
others do not. This, in fact, strengthens our result: anhettaditional reasons to delegate
would increase the value of this organizational form retato the two others, making it
even more likely that players would choose it.

6 Conclusion

This paper provides an integrated theoretical frameworlaf@lyzing different organiza-
tional forms of international cooperation. Our model ismiged on two fundamental as-
pects of collective action. First, and as usual, such actigght be difficult to achieve be-
cause of incentives to free-ride on the efforts of otherxo8d, and innovatively, whereas
international cooperation might be beneficial for some,ighminvolve negative externali-
ties for others. This can give rise to highly conflictual atians where significant resources
can be wasted on imposing one group’s preferred outcome ewttier. Whereas most
existing work focuses on ways of overcoming the contribalitemma, we focus on the
problem of avoiding dissipation in attempts to implemennsaollective actiorf®

This perspective of collective action is hot meant as a edlittion to extant approaches
but as a refinement, an extension that can provide new issighbur understanding of in-
ternational cooperation. First, we offer an analysis of#tmnale for diverse organizational
forms for cooperation in a unified theoretical frameworkeThost important advantage of
coalitions of the willing or universal organizations is ithability to avoid conflict and im-
plement the action without any dissipation at all. Delegation the other hand, involves
sunk cost in form of the agent fee and considerable wasteriaggewhen there are many
more supporters than the quota. The great advantage ofaggleimenting organizations,
however, is that they do not require a long shadow of the éuaurd do not depend on
coercive threats to function.

Second, we uncover a novel rationale for delegation. Tluktimaal explanation of why
states delegate relies almost exclusively on the assumibidd the agent has better informa-
tion or superior expertise in implementing the collecticéan (all enforcement problems in
the PD scenario can be resolved through repeated intanac@ur model does not require
any such asymmetry between the agent and the other actstsadh) delegation eliminates
the need for coercive enforcement mechanisms and worksvelien the shadow of the
future is not long enough to render coercive solutions &ffec

Third, our model helps explain why members of internatiarglnizations tend to vote
on what actions the organization should take, and how thiag/atile interacts with the
structure of the organization itself. We show that the neeeinsure that players truthfully
reveal their preferences through voting can be a majorrdyifarce behind alternative orga-
nizational solutions to collective action problems. Vgtionly serves to make preferences
common knowledgejot to impose outcomes on unwilling minorities. However, sivoe
ing outcomes are not binding in the anarchic internationgirenment, actors might have

301t is important to note, that we daot argue that the “Prisoner’s Dilemma is not it” or that the tRipal-
Agent relationship is not it”. Our view of international emgizations just does not emphasize these issues in
order to get leverage on the question of why states want mtemdifferent forms of organizations and why
voting in international organizations actually matters.

25



strong incentives to falsify their own vote or not abide by ttutcome of the collective vote.
Whereas we identify two coercive mechanisms that can oweedbese problems (and in
this we are consistent with the existing literature’s engihan endogenous enforcement),
we also identify a solution that requires no threats. We alsaw that the different solu-
tions have varying pros and cons, and that there exist cstamues that make each of them
preferable to the other two. This helps rationalize the eicgdiexistence of all three types.

Fourth, these findings can shed more light on the questiorhgfstates tend to comply
with international agreement$. Whereas most of the literature either treats compliance
as epiphenomenal (members comply because they want to anld tivave done so even
without the organization) or attributes it to the enforcaineapabilities of the organization
(members comply because they are punished if they do not3how that it is possible to
design an institution in which neither is the case. In thenagaplementing organization,
members contribute even though they would have not done thoutiit, but are not pun-
ished by others for deviating from prescribed behavior @oelythe failure to take action,
that is).

The conceptual shift toward analyzing international coafen as a phenomenon that
involves, at least in part, between-group conflict is metieég/first step toward a theory of
international organizations. We have abstracted away frany important aspects of in-
ternational interaction that are highly relevant for thécomes we observe. For instance, it
would be important to relax the assumption of symmetry inuese endowments and val-
uation of the action for the players. Doing so would intraglngore interesting voting rules
(e.g., some types of weighted voting) in the design of irmBamal organizations. Bringing
in security concerns might well introduce the need to adetib ypower for some members
of the collective. The model is readily adaptable to thepesyof extensions. In the del-
egated solution we have also ignored the possibility thataipent might have preferences
regarding the action, and in doing so we have not considdredisual agency problems
directly although bureaucratic politics and agency sligpare partially reflected in the
agent “fee” that members must bear for having access to thet;athe more pronounced
these problems, the higher the sunk costs they would havayoand the less attractive
the delegated solution will b& The model can be extended to consider how agents with
preferences about the action itself can be disciplinedaiting to comply with the outcome
of the collective vote (e.g., by replacing it or by cutting Wage) although doing so would
necessarily move us back into the dynamic setting, bringliaelow of the future back into

play.

31Downs, Rocke, and Barsoom (1996) argue that states engendtional organizations if their interests are
in line with the policies of the international organization

32See, inter alia, Barnett and Finnemore (1999); Nielson and Tierney (208@)vkins et al. (2006) on
agency costs.
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A Mathematical Appendix

Proof (Lemma 1). If supporters are spending= 0 in equilibrium, then the unique such
equilibrium is wherey = 0 as well. We now show that there is no (symmetric) equilibrium
in which supporters spend a positive amount. The proof mde@ several steps. We first
show that if opponents are spending a positive amount, thene texists some number of
supporters that are exactly sufficient to implement theoaotiithout any slack from their
investment. We then show that if supporters are spendieg,dbponents must be spending
as well. Next, we show that the opponents cannot be spergigghan their entire resource,
and complete the proof by showing that spending the ents@uree is not an equilibrium.
STeEP 1: in any equilibrium withx > 0 andy > 0, there existsSy € Z such that
xSy—y(N—Sx) = 6. This asserts that the equilibrium positive contributifarssupporters
must be such that there exists a number of supporfgrsihat are exactly necessary to
implement the action given the spending of the other play&igarly, anyS > S, will
impose the action. Note thdt. > 2 because no single player can implement the action.
Solving for S, yields
0+ yN’ 3)
xX+y
and the claim is thaf, € Z; that is, it is a valid group size. To prove this, suppose to
the contrary that it is not, which means that the minimum nemnu$ supporters required to
implement the action with this spendmgS§ =[Sx] > Sx > [Sx] = Sx — 1, where the
inequalities follows from the fact thaff,. is not an integer. Consider now the strategy for
a player who learns that he is a supporter. If he spandss required by the equilibrium
strategy, his expected payoff would be:

Sx:

Sx—2 N-1
Ug(x) = Z(l—x)f(k)+ Z I+a-x)fky=1-x+a >  f(k).
k=8.—1 k=8.—1

Note now that sinceS, is decreasingin x, there existsx’ < x such thatS, < Sy <
[Sx] = Sx. That is, playeri can reduce his spending without affecting the size of the
coalition necessary to implement the action. But then

N-1
Us(x) = 1=x"+a Y fk)> Us(),

k=S.—1

so deviating to that smaller contribution would be profigaldontradicting the equilibrium
supposition. Therefore, in equilibrium where supportgsnsl a positive amount > 0, it
must be thafS, € Z. That is, they spend just enough for some subset of the @agdye
able to implement the action without any remaining slackh@madmount they spend.

STEP 2: in any equilibrium,x > 0 = y > 0; that is, if supporters spend a positive
amount in equilibrium, then so must opponents. To see thigase to the contrary that
there is an equilibrium in whiclk > 0 but y = 0. From (3) and the first step, we obtain

Sy = — €Z.
X
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Consider now the strategy for a player who realizes he is aorgnt. If he sticks with his
supposed equilibrium strategy and spends nothing; 0, against the action, his expected
payoff would be:

Sx—1

N—-1 N—-1
Uu) = D (W fl)+ Y (—a)fky=1-a Y f(k).
k=0

k=S k=S

If he deviates and spends some > 0 against the actionS, will no longer be able to
implement it becauseS; — y’ = 6 — y’ < 6. This implies that the minimum number of
supporters that can impose action is nw= [(6 + y')/x] > Sy + 1, where the second
inequality follows fromS, € Z. Thus, such a deviation would, at the very least, undermine
the action when there ai, supporters among the remaining players, in which case the
deviating opponent would gét— y’ — a/2. The deviation would yield:

Sx—1 N-1
Us0) = Y =y )+ (1=y'=3) FS)+ 3 (—a=y)f(K)
k=0 k=Sx+1
a N-1
=1-y=(3)fSv—a Y flo.
k=Sx+1

We now claim that this payoff is strictly better fof small enough:
- ' — i 4 ] =(2
Jim [Us(") = Up()] = lim [ (5) £80) =y = (5) (50 > 0.

where the inequality follows fronmy'(Sy) > 0. Thus, there always exists a profitable de-
viation, contradicting the equilibrium supposition. Wenctude that if supporters spend a
positive amount in equilibrium, then it must be that oppdaeapend a positive amount as
well.

SteP 3: in any equilibrium,x > 0 = y = 1. This strengthens the result in the previ-
ous step by showing that in any equilibrium in which suppsrepend a positive amount,
opponents must be spending their entire resource agamsiction. To see that, suppose
to the contrary that > 0 andy € (0, 1). By (3) and the first step, we know thé} € Z.
But then the logic of the second step carries through: anpmogpt can spengd’ € (y, 1)
and ensure thaf, would no longer be sufficient for imposing the action, whiobud now
requireS > Sy + 1. This means that the difference between this deviation pedding
yisy —y 4+ af(Sx)/2, but since lim/_, [y —y" +af(Sx)/2] = af(Sx)/2 > 0, this
deviation would be profitable. This contradicts the eqpuillilm supposition, and establishes
the claim.

STEP 4: there is no equilibrium withr > 0 andy = 1. We have established that if sup-
porters spend positive amount in equilibrium, then opptserust be spending everything.
We now show that if they are supposed to spend everything, tthexe exists a profitable
deviation. Suppose, to the contrary, that there is an dmquiih withx > 0 andy = 1.
From the first step and (3) we know that

_ 0+ N

Sy = €.
. x+1
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Consider now the behavior of a player who realizes he is aomg. If he spendg = 1
as he is supposed to, his expected payoff will be:

Sx—1

Uo(y) = Z(l—y)f(k)+ Z<1— —a)fk)y=1-y—a Z [,

k=Sy k=Sx

Suppose now that the player deviates and invg'sts (0, 1) instead ofy against the action.
The action will be implemented ¥S — y(N — S —1) —y’ > 6, or if

11—y’
x+1

SZS.X_

>S5, —1,

where the second inequality follows frafh—y’)/(x+1) < 1. This means that the smallest
group of supporters necessary to impose the action will ire@ataS,. But then the payoff
from this deviation would be

Sy—1 N—-1
Us(y) D (1= y) fk) + Z A=y —a)fly=1=y —a Y  flk)> Uy,
k=0 k=S k=Sx

making the deviation profitable and contradicting the dlotiilm supposition. Thus, it

cannot be the case that opponents are spending all theurcescagainst the action.
Collectively, these steps establish that everyone conmsyprivately is the unique (sym-

metric) equilibrium of the game without communication. n

Proof (Lemma 2). Suppose there is an equilibrium in which all supporters votem-
plement the action, and all opponents vote against it. It sucequilibrium, the game
after the vote would be identical to the game of completermétion, so Proposition 1 tells
us what will happen there: the action will get implementeth# (self-identified) group
of supporters is large enough to overcome the largest ges&@blf-identified) opposing
coalition.

Consider the behavior of a player who learns that he oppbsgeaction. If he follows his
supposed equilibrium strategy and votes against the adtien the action will be imposed
if there are at leas§, supporters among the remaining players. By supposifiprs N —1,
so his expected payoff will be:

Se—1

U, = Z(l)f(k)+ Z (1-a)f(k)=1-a Z [ k). 4

k=S, k=S,

If he deviates and votdsr the action but then investgainstit, then the action will not be
attempted if there ar§. —2 supporters among the remaining players, and will be attednpt
otherwise. However, for an§ > S, — 1, supporters will incorrectly believe that there are
S of them, and will spend. each, when in fact there will b& — 1 because the opponent
will not invest for the action. Since every other player ipposed to have voted sincerely,
the opponent would know precisely how many supporters therafter the voteS — 1.

He can tailor his opposition spending to this knowledge aralige that the grand coalition
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of remaining opponents would be able to block the action. &® this, note thaf — 1
players would spend, each for the action, the opponent will spend- 0 against it, and

the remainingV — (S — 14 1) = N — S players can spend up to 1 against it (because they
move after observing the move by the self-identified sugps)t We thus have:

N +6

(S=Dxe—y-(N-8)=b0-1y=2- = J(S).

SinceS < N, it follows that(N + 0)/S > 1, which means thaf(S) < 1 for all S, so
such an investment is feasible. Furthermore, observeiitfat) = 0 andy(S) < 0 for any

S <S¢, which means that any = 0 would be sufficient to ensure that the action would be
blocked in these cases. This implies that the opponent carethat the action is blocked
forany S < S, at no cost to himself (just by voting insincerely), and tisaisi blocked for
any S > S, at minimal cost to himself by spending S). The expected payoff from this
deviation is:

Se N—-1 N—-1
U= ()fk)+ > (U=pkNfk)y=1— > 5k fk). (5
k=0 k=Sc+1 k=Sc+1
We now obtain
) N-1
Up—Us =af(Se)+ Y la—3Wk)]f(k)>0,
k=S.+1

where the inequality follows frony'(S.) > 0 becauseS, < N —1,anda > 2 > 1 >
y(S) > 0 for any S. The deviation is profitable, which means that sincere gotennot be
sustained in equilibrium. n

Proof (Proposition 2). Fix Q and consider thex anteper-period equilibrium payoff for

some playe¥:

02
ui(0) = Z(l)f(k) +[p(l+a—-x(Q)+1A-=p)(D] f(Q-1)
k=0

action occurs only if votes in favor

—— —

no action regardless éfs vote
N-1
+ Y [pU+a—xtk+ D)+ (1-p)1—a)] fk)
k=0

action occurs regardless 0§ vote

which simplifies tou; (o) = 1 + &w(Q), where¢,(Q) < a is defined in the proposition.
The equilibrium payoff from this strategy ig (c)/(1 — §).

Consider first the implementation stage. Suppose firstgghatQ so the action should
take place. Any supporter who deviates froig) will cause the action to fail, making this
unprofitable. Furthermore, there is no need to contributeertfan the minimum necessary
to implement it. Since this is an at-cost implementatiory, @oponent who invests against
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the action some arbitrarily close to zero can derail it but then the game vellert to the
unconditional SPE. Doing so would not be profitable if

5() 5ui(0)
1-— y—l—l <1 1—3

for y — 0. We can rewrite this aél — §)a < §¢w(Q). The necessary condition for this
inequality to work i (Q) > 0. This condition is also sufficient to ensure that there sxist
¢ high enough to satisfy the inequality. In that case any §,,(Q), where the latter is
defined in (1), will work. Note in particular that + ¢, (Q) > 0, and thatt,(Q) > 0
ensures that,,(Q) < 1, so solutions exist.

Suppose now tha < Q so the action is not supposed to take placeg K& S, then
the action cannot be imposed and if the supporters attemght 0, the opponents will
block it. Since the game will continue as before, the onlygfiaffom such an attempt for
supporters would be the wasted resources in the attempthwalakes it unprofitable. As
usual, opponents do not need special incentive to block tmnawhen they can do so. If,
on the other hand; > S,, then the (self-declared) supporters can impose the aittioay
wish to but doing so would result in the reversion to the umdtional SPE. This deviation
will not be profitable if:

(1) Sui(o)
1+a x(q)—l— 8_1+1—8’
which we can rewrite aél — 8)(a — x(¢g)) < 6lw(g). Recall now that the condition that
prevents the deviation of an opponentis— 6)a < §{w(g). Thus, if the opponent will not
deviate, then a supporter certainly would not do so in thdémpntation phase.
We now turn to the voting stage. Consider now a player whoke#rat he opposes the
action. If he votes sincerely, then his expected payoff is pleriod will be:

0-2 N-1
uo(0) = > (N fK)+ (M fQ@—-D+ > (1—a)f(k)=1-a(l—F(Q —1)).
k=0 k=0

If he votes, falsely, in support of the action and then betiagea supporter (so the action
gets implemented), his payoff in this current period will be

02
DSk + (1 —a—x(Q))f(Q—1)+ Z (1—a—x(k + 1) f(k) < u(0).
k=0 k=Q

Since this deviation will not be detected (and would not Hasen punished if it had), the
game will continue as before. Thus, this deviation cannqgtroéitable. If he votes for the

action but then derails it with sompe arbitrarily close to zero, his payoff for the current
period will be:

02 N—-1
DR+ A=Y fQ -1+ Y 1=y f(k)=1-y(1-F(Q-1).
k=0 k=0
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However, this deviation is observable and will be punishddhis deviation will not be
profitable foranyy — 0if 1 +6/(1 —68) <1 —a(l1 — F(Q — 1)) + du;(0)/(1 — ). This
reduces tdl — §)a(l — F(Q — 1)) < 6&w(Q). However, sincdl — F(Q — 1))a < a,
this condition will be satisfied whenever the condition thegvents an opponent (who has
voted sincerely) from derailing the implementation. (Timakes sense: an insincere vote
will increase the probability of having to derail the acti@nd thus the probability of the
sanction relative to a sincere vote against it followed waitieg.)

Finally, consider a player who learns that he supports ttieraclf he votes sincerely,
then his expected payoff will be:

o)
us(0) = Y () fk)+ (1 +a—x(Q)f(Q-1)+ Z (1+a—x(k+1))f(k).
k=0 k=Q

If he deviates and votes insincerely and then does not dbeadction (he has no incentive
to vote insincerely and derall it), his payoff would be

0-2 N-—-1
us(o’) =Y (M fk)+ M Q-+ Y (+a)f(k).
k=0 k=0

Since this deviation will go undetected, the game contiragesefore. Thus, the necessary
and sufficient condition for this deviation to be unprofi@iu (o) — us(c’) > 0, or

N—-1
(@a—x(@QNf(Q-1)= Y x(k+1)f(k),
k=0

which we can rewrite as (SC). This exhausts the possibleatiens and completes the
proof. [ ]

Proof (Lemma 3). We begin by showing that unconstrained maximization seléuot

complete information social optimum; that &, = &. The payoff function will be in-
creasing ap if, and only if, U(Q + 1) —U(Q) = ¢u(Q + 1) —¢u(Q) > 0, and decreasing
if the difference is negative. We now obtain:

Gu(@ + 1) = &u(Q)

—p(a-=2) r@-pla-2) r@-1-|@p-1a-L2| 10
(e-g57) @1 (e-35) [ o)

— (1= p)af(Q)—p (a - —) £0—1).

Thus, (0 + 1) — ¢u(0) > 0 & (1 — p)af(Q) > p (a— g) (0 —1). The latter
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inequality is:

0/)\0-1
N — 0 N -1
“( 0 )>("_§)<Q—1)
a a—190
[ N—/QQ’
which yields
Q<N-|—29/aE~

Thus, the payoff is strictly increasing for gl < Q and strictly decreasing for af) > Q

which implies that the unconstrained optimum iSCht = [Q} = G. Clearly, if < G,

then the first constraint will not be binding; otherwisg, = 6 as long as the second

constraint is not binding. We now turn to investigating tbaditions under which it will.
We can rewrite (SC) as

N-0 3 3 k
N Z[ (N — Q)I(Q — 1)! }( P ) 1.0, ©
k=0

|

QO+ N-—0-k!|\1-p

Note thata /6 > 0, but since
N-Q

oT _ (N - Q)(Q - 1! kp*!
v [(Q +R)IN -0 —k)!} {(1 —p)kH} "

k=0

the inequality must be violated fgy sufficiently high (lim,—1 T(p, Q) = oo for any
Q < N). On the other hand, lipgr.o 7(p, Q) = 0, and the inequality is satisfied for any
0.
Take nowQ, = max@, 0} so that the first constraint is satisfied. Fosufficiently
low condition (SC) will be met (withi(p) = 0), but as we increasg, it must eventually
fail. SinceT'(p, Q) is continuous inp, there must exist somg where (6) is satisfied with
equality, so that the condition will fail for any > p. We now show that it is necessary
to increaseQ to restore the condition. First, note tH&€p, Q) is strictly decreasing .
SinceQ changes in discrete jumps, we can rewfite, Q + 1) —T(p, Q) = D(p, Q) as:

[ WV —-0-DHiQ - D! }( P
(Q+k+DIN-0-k)!\1-p

N-Q

D(p.Q)= )

k=0

k
) [O—-(k+1N] <O,

where the inequality follows from the fact that the first tvesmis in the summation are
positive but the third is negative for aty> 0.

We now show that it is possible to satisfy (6) mt> p by choosing som& > Q..
For this, it is sufficient to establish that there exists 0 such thatl'(p + ¢, Qy + 1) <
T(p,Qu). SinceT(p, Q) =T(p, 0 + 1) — D(p, Q), we can write this as:

T(pA+8’QU+ 1)_T(pA’QU) = T(pA+8’QU+ 1)_T(pA9 QU+ 1)+D(pA’QU)
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Butsince im_o [T(p +¢ Qu+1)—T(p,Qu+ 1)] =0butD(p, Q) < 0, the fact that
this difference is continuous mimplies that that there exisés> 0 such tha (p +¢, Oy +
1)—T(p,0u+ 1)+ D(p, Q) < 0forall e < &. In other words, (6) must be satisfied at
T(p+e, Qu+1). Thus, the optimal quota for these valuegofillbe O, +1, orn(p) = 1.
Continuing in this way, we find that asincreases; (p) must increase by one unit in a step-
wise manner as well until the quota reaches unanimity, irckvbase the condition will be
satisfied regardless of the valuepbecause thefi' (p, N) = 1/N < a/6. n

Proof (Proposition 3). Fix Q and consider the voting phase assuming that players will
contribute if the quota is met. With everyone contributingen they have to there is no
incentive not to vote sincerely. If a supporter votes addine action, it will fail if he
happens to be pivotal, and he will contribute if it gets inmpésted even without his vote.
Clearly such a deviation cannot be profitable. If an opponretds for the action, he will
only cause it to be implemented if he happens to be pivotaingnofitable deviation. Thus,
it is only necessary to ensure that the contribution is ptgnforced.

Consider now the phase in which players have voted and thegga Q in support so
the action should take place under the equilibrium stragegbincex = 6/ N, any player
who fails to contribute will derail the action. The consegees of not contributing are
the same regardless of how one has voted, so we can analydewia¢ion in this phase
of the stage game without reference to the vote of the plalyes easy to see that if an
opponent can be induced to contribute, then a supporteswriélly do so: the continuation
game is the same for both and the current payoff from the ibguiin strategy is lower for
the opponent. Thus, it is sufficient to provide an incentwéhie opponent. If he does not
contribute, the action will fail to take place, and the ganikkrevert to the non-cooperative
equilibrium. Thus, the expected payoff from this deviatierl (private consumption) in
each period, starting with the current one, so the total fiayith be 1/(1 —3§). If the player
follows the equilibrium strategy and contributest, the action will take place now and
in every future period in which the quota is met. To calculdwe latter, we need thex
ante expected payoff to an arbitrary player (i.e., the expectybff before he learns his
preferences). Since the action takes place forg@apyQ, the per-period expected payoff is:

0-2
uj(o) = > () f(k) +[pl+a—x)+ (1 —-p)D] f(QO-1)
k=0 action occurs only if votes in favor

no action regardless ofs vote

N-—-1
+ Y [p(+a)+ (1= p)(1—a) —x] f(k).
k=0

action occurs regardless 0§ vote
which simplifies to:

N—-1
ui(0) =1+ pla—x)f(Q-D+ Y [2p—Da—x]f(k).
k=0
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Thus, the condition for an opponent to follow the equilibnistrategy and invest for the
action today is: $2,(6) 5(1)

u; (o 1

T
which we can rewrite adu; (o) > § + (1 — §)(a + x), or §&u(Q) = (1 — 8)(a + x).
Sincea + x + {y(Q) > 0, this yieldss > § ,(Q), with § ,(Q) defined in (2).To ensure that
3,(Q) < 1, we require that,(Q) > 0, as stated.

Finally, we need to consider < Q when the action will not take place. Clearly, no
opponent would contribute anything if the supporters fsltbe equilibrium strategy, so we
only need to make sure that the supporters do so. If they pttemimpose the action but
q < S, then the opponents would block it and the game will contamibefore. Regardless
of whether opponents do so now, the game continues as ifmgpttsis happened. (There is
no need to provide opponents with an incentive to block thi®maevhen they can do so.)
Thus, this deviation will result in wasted spending and nmac so it cannot be profitable.
The only possibly tempting deviation is for them to impose #ction, which they can do
wheng > S, because then opponents would not be able to block it (rdzatlithey move
second)? In this case, the action can take place now (with opponemiswrning privately)
but the game will revert to the non-communicative Nash doyiiim of the stage play from
the following period. The condition for supporters to felitheir equilibrium strategy and
not impose the action today is:

é%%%?-i 1+—a——x(q)+—f¥%%,

which simplifies t06¢,(Q) > (1 — §)(a — x(¢)). Since this inequality must hold for
all realizations ofy < Q < N and because the RHS is increasingjiffsincex(g) =
0/q is decreasing), it is necessary that it be satisfied at N. Thus, we end up with
6¢u(Q) = (1—38)(a —x). Recalling that the condition that prevents deviation byagents
is8¢u(Q) > (1-358)(a + x), we conclude that whenever the latter is satisfied, the stgngo
will have no incentive to impose the action either. n

l—a—x+

1+

Proof (Lemma 4). SinceU(Q) = 1 + ¢u(0Q), the payoff function will be increasing at
Q if,andonly if, U(Q + 1) —U(Q) = ¢u(Q + 1) — ¢u(Q) > 0, and decreasing if the
difference is negative. We now obtain:

Lu(Q + 1) —8u(Q)
=pla—x)f(Q)—pla—x)f(Q—-1+[2p—1Da—x](F(Q)—F(Q—-1))
=pla—x)f(Q)—pla—x)f(Q—-1)—[2p—1a—x] f(Q)
= -p)a+x)f(Q)—pla—x)f(Q—-1)

— (- p)a+ x)(NQ_ l)an — N pa- x)(Z i} 1)179‘1(1 N2

= p2-p"? {(a +x>(NQ_ 1) ~a "”(g _ 1)}

33For instance, suppos2 = N so they have agreed to require unanimity for the action. Tiign= N — 1
vote in favor, they should have no incentive to force it agathe one holdout.
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— 01— p)N-0 w-n (N —1)! ]
primp [("”)Q'(N o-n "o -niw-on
_ 21 —p)N-2(N - 1) [a—i—x_ a—x:|
Sl @-nv -0 -1 Q N-0Q]
Since the first bracketed term is always positive, it folldinest
A R

Solving the second inequality yields + x) N > 2a Q, which, after substituting = 6/N

ends in: N6
0 < % = Q (7)

Thus, if 0 < Q thenU(Q + 1) > U(Q), and the payoff function is increasing; but if
0 > Q thenU(Q + 1) < U(Q), soitis decreasing. Since for afy < Q we would pick
QO + 1 for a higher payoff, it follows that the best possible paysf#tQ, = [0] = 6. u

Proof (Proposition 4). We need to show thdf,(Q) = Uy(Q) < Lw(Q) = ¢, (Q). We
can rewrite this equation as:

N-1

p(a—a)f(Q—l)JrZ [(2p—1)a—k—+1}f()

N-1

6
=7 (a - —) re-v+ ¥ [(zp 1 - ﬂ £®).

which simplifies to:

1 2R
g(ﬁ—k—ﬂ)ﬂm—p(@—ﬁ)ﬂg—n. ®

We need to prove (8) for an arbitray, which we now do by induction. First, we show
that it holds forQ = N. Since the summation term is zero (the lower bound exceeds th
upper bound), it is sufficient to show that the right-hanaksizero too:

1
(ﬁ—ﬁ)f(zv—n—o

For the inductive step, assume that (8) holds for sgime 1. We now prove that the claim
holds forQ — 1 as well. Rewriting the claim ap — 1 yields:

N-1

1 1
P(Q—_——)f(Q 2) = k=2Q:_1(N_k—+l)f()
1 » N—-1
~(3-L)re-n+ X (3-25) 1o



and since the claim is assumed to hold)atwe substitute the second term using (8):

(L _2)f0- L_Y)so-
~(x-5)re-v+r(5-y) @1
- (%) e

Using the definition of the probability mass function, we cawrite this as:

(= A O S

which, after canceling the probability terms on both sigesids

[N—Q+1H (N —1)! }_(i)[ (N —1)! }
NQ -1 JLQ-2(V -0+ D] \N/L(Q-DIN-0Q)

and sincelN —Q +D!'=N-0Q+ )N —-0)!,and(Q — H)(Q —2)! = (Q — 1)},

cancellations on both sides yield

1 1
(Q DN =0Q)!  (Q—DUN - Q)

or simply
1 =1,
so the claim holds ap — 1. By induction, it must hold for alp = 1,2,..., N. n

CLAm 1.  Strategy profiles with sincere voting whergy) = 0 for anyg > Q are least
vulnerable to deviations by opponents. 0

Proof. In equilibrium with sincere voting, they would not spend mdhan absolutely
necessary to ensure the action would succéed: gx(q) — (1 — xo)(N —g) = 6, which
gives us

0+ (1—x0)(N—-—¢g)—R 0}
q b )
where we note that the numerator would be negative for any

x(q) = max{

This means that in any equilibrium, supporters would cbotg x(¢) > 0 for anyg €
[0, Q0o — 1], and nothing for any > Q. Note that it might well be the case th@t= Q
or, ifthatis not the cas&)( > N (in which case supporters would always have to contribute
positive amounts to implement the action). We now arguedhgtQ, > Q, which can
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be expressed a@¢ > Q + 1, is vulnerable to a deviation by opponents who could vote
insincerely for the action and then derail it afterwards.
Consider first the expected payoff for an opponent from aesegote:

0-1 N-—-1 N-1
Up= Y (I—w)fl)+ Y (I—xo—a)f(k) =1—w—(a+xo—w) Y f(k). (9)
k=0 k=0 k=0

If he deviates and votes insincerely, then the agent wahapt implementation when there
areq > Q — 1 supporters among the remaining players (because with ke ¥ate from
the opponent there would k@ votes in favor). On the other hand, having obseryed 1
votes in favor, supporters would investg + 1) > 0 foranyg + 1 < Qo — 1, and would
invest nothing forg + 1 > Q,. However, since there are actually onjyof them, this
investment would be insufficient to implement the action. sée this, let the deviating
opponent’s spending against the actionybe 0, so thenR + gx(¢ + 1) — (1 — xo)(N —
qg—1)—y=0—q[x(q) —x(g + 1)] + 1 —x0 — y, where the first equality follows from
R—(1—x0)(N—q) =6—¢gx(q). Buthowwe get —g[x(q) —x(g+ 1]+ 1—x0—y <

0 < 1—x9—y <q[x(q) —x(qg + 1)]. Since anyy < 1 — xq is possible, this inequality
can always be satisfied for sufficiently largdecause the left-hand side will get arbitrarily
close to zero whereas the right-hand side is strictly pasifThus, the deviating player will
always be able to derail the implementation of the actiomy@eriod in which supporters
are spending a positive amount. At the very least, he carrenisat it gets implemented
only with probability 1/>.2* Thus, his payoff from a deviation would be:

0-2 Qo—1 N—-1
o= Y (1-wftr+ Y (1=x0-30-3) f®)+ Y (1=x0-a) /()
k=0 k=0-1 k=Qo
Qo—1 a N-1
=1-w— Y (F+x-w+yd) f0)—@+x—w) Y f(k).
k=0-1 k=00

Using the supposition tha® < Q¢ — 1, we obtain:

Qo—1 QOo—1
Uo—Uo=(a+xo—w) Y fk)— > (%+xo—w+y(k))f(k)
k=0 k=0-1
Qo—1 a u
- (5 - 30] 1= [5 +x0—w+y@-] f0 - 1.

Note now that the first term is positive and strictly incregsin Q. Even though it might
be possible to keep this inequality non-positive (as woaldehto be the case to make the
deviation unprofitable), it would depend on the distribatmf the exogenous parameters,
and at any rate it would not hold fap, sufficiently larger thanQ. It is for this reason
that we will focus on equilibria in whiclQg = Q: these would be least susceptible to
deviations. -

34He cannot fully block the action because the opponent ondylha x, available when the agent tries to
implement the action.
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Proof (Proposition 5). Consider first the continuation game after the vote. Whartie
agent invests toward the action, it will succeed becawys®) ensures that any groups of
opponents & > Q does not have enough resources left to derail it (even theugporters
consume privately). 1§ < Q, the agent reimburses the players. Should the supporters
now attempt to impose the action, < Q, ensures that the opponents will have enough
resources to block it, and since they move after the suporteey will do so. Thus,
neither opponents nor supporters have an incentive toteeafter the vote.

We now examine the voting stage given that the continuatamegafter the vote will
be played according to the equilibrium strategies. Comsédplayer who learns that he
is an opponent. If he votes sincerely, the action will be inpénted if there arg > Q
supporters among the remaining— 1 players. Using (9) and using (NBC) to obtain

(1—w)(N—0Q)+6
2N —Q

x(Q).

xo(Q)—w =
we get

N-1
Up=1-w—(a+2(Q) Y f(k). (10)

k=0
If he deviates and votes in favor, the agent will attempt enpéntation ifg > O — 1 of
the remaining players also vote in favor. Since the actuaurninvested in support will
remain the same, nothing will change for any realizatiorth wi> Q supporters among the
remaining players. The only possible difference comes fileersituation withy = Q — 1
where had the opponent voted sincerely the agent would nat &ttempted to invest in
the action. Now that the agent would, the opponent has tkhitoét best, he can expect
1 —x0(Q) < 1 —w, which is what he would have gotten had he just voted singefidie
best deviation payoff would be:

0-—2 N—1
U= Y (1—w) f(k) + (1= x0(Q) f(Q =D+ > (1 —x0(Q) —a) f (k)
k=0 k=0
N—-1
=1-w—%Q)f(Q-D—(a+x(Q) Y flk)<U,.
k=0

Thus, such a deviation is unprofitable, and any opponent B&ictaincentive to vote sin-
cerely.

Consider now a player who learns that he is a supporter. Ibhes\sincerely, the action
will be implemented if there arg > Q — 1 supporters among the remaining players, and
his payoff would be:

02 N-1 N—-1
U= Y (I-w)f(K)+ Y (-xo(Q)+a)f(k)=1-w+@—2(Q) Y  f(k).
k=0 k=0-1 k=0-1

(11)
If he deviates and votes against the action, then the agérmtigmpt implementation when
there areg > Q supporters among the remaining players. Since he will neh &gy to
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implement the action with fewer votes, there is no point mshpporter spending anything
toward it. Since the action will succeed in all other casesphyoff will simply be:

0-1 N-1 N—1
Us =Y (-w)f(k)+ ) (1=x0(Q)+a) f(k) = I—w+(@—=£(Q)) ) f(k) <Us,
k=0 k=0 k=0

making this deviation unprofitable. Thus, any supporter stdst incentives to vote sin-
cerely as well. n

Proof (Lemma5). Delegating withQ means that every player contributes(Q), votes
sincerely after observing his preference, and consumegately. The agent commits the
resources toward the action if there gre- O supporting votes and reimburses the players
(net his fee) otherwise. Defing(Q) = xo(Q) — w to be the portion of the contribution
that can be used for implementation. For any agreed-ypptie ex anteexpected payoff

to playeri is:

N-1
Uap{l—w—i-(a—fc(Q)) 3 f(k)}

k=0—1

N-—-1
+(1-p) {1 —w—(a+%(Q) Y, f(k)}
k=0

N-—-1
=l-w+pla—20NfQ-D+[2p—Da—-%Q)] Y flk). (12
k=0

where we used (11) for the payoff in case he turns out to be postgr (with probability
p), (10) for the payoff in case he turns out to be an opponerth(priobability 1 — p). To
see howl; changes withQ, note that:

Ua(Q +1) = Ua(Q) = (1 = p) la + X(Q + D] f(Q)

N—-1
—pla—X(QI (@ -1 +[R(Q) - (@ + D] Y f(k)
k=0

or, withy(Q) = X(Q) — X(Q + 1), andp(Q) = a(N —20) + NX(Q + 1) + 0¥(Q),

N —1)!
— 8(0) [¥] p2(1— pN-2

Q!N — 0)!
N-1
(N =1)! 1
+v(Q) Z [m] PR = pNTIE,
k=0
where we note that . N g
y(Q) = WV = 0.

QN Q)N —0—1)

43



Thus,Us(Q + 1) — Ua(Q) = 01f, and only if,

N=D!'T o neo
BO | Gyt | 720

N-1 Y
+v(Q) Z [%] pra—pN-17* %0,
k=0

or, after dividing both sides bgN — 1)! p2(1 — p)¥ =2, if, and only if,

N-1 k—0
B(O) +[y(Q)}Z[ 1 ]( p )
oiN o " Li=pl A Ly 1=kt \T-p

We re-index the summation term and multiply both sidegdyN — Q)! to obtain:

0.

AV

N-1-Q

y(0) QN — Q)! 7 \' >
Q)+ [ p] 2 [(Q+i)!(N—1—Q—i)!](l—p) <0

i=0

Using the definition o3 (Q), and dividing both sides b@, we can rewrite this as:
aN + (N —-0Q)x(Q+1)

0
N-1-0 l_
v(Q) QN — Q)! P\ =
+[Q(1—p)} 2 [(Q-i—i)!(N—l—Q—i)!](l_p) =2a. (13)

1=0

+%(0)

Observe now that all three terms on the left-hand side ofitigiguality are positive. Fur-
thermore, alD = 1 the left-hand side is strictly larger because it reducesNoplus three
non-negative terms andl > 2. Thus, atQ = 1, the difference is strictly positive, so the
payoff function is increasing. We now prove that the functi® concave. For this, we only
need to show that the left-hand side of (13) (which is esakintihe first derivative ol/,)

is decreasing irf). First, note that

(L-w(N-0)+6 _ di(Q) _#-(1-wN
IN - Q d0 (2N -0)?

where the inequality follows fronm < w. This means that the first two terms on the left-
hand side of (13) are decreasingdh If O > N — 1, then the third term is zero, and the
claim holds. Consider the@ < N — 1. We now wish to show that the third term decreases
as well. Letting

<0,

x(Q) =

(1 N\ @] QN — Q) r Y
D(Q)_(l—p)[ ] § [(Q+i)!(N—1—Q—i)!}(1—p)’
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we note thatD(Q + 1) — D(Q) < 0if, and only if,

N_I_X(:QH) y(Q + 1D(Q + DN — (Q + 1))!
Q@+ D@+ T+ —1-(Q+1)—0)
SR )i
Q@ +DIN—-1-0-i)|\1-p
[rew o (s )N_I_Q<o
OV — 1! 1—p '

Since the second term is positive but is being subtractedntquality must hold whenever
the summation is negative. Simplifying the summation, taguirement becomes:

i=0

N‘l‘Z(Q“)( p )" [ QI(N — (Q + 1)! }
= 1—p (Q+DHI(N-1—(Q+1)—i)!
X[y(QJrl) __ QW -0 }<0
O+14+i QIN—-1-0-1i) '
and since the first two multiplicative terms in this summatare positive, the inequality

will certainly hold if the third term is negative. But sindeetfirst term in that expression is
decreasing in while the second one is increasing, it is sufficient to shaat the inequality

holds ati = 0, or that
Y@+ _ yQW-0)
0+1 QON-1-0)
because if this is true, then the term above will be negativaryi > 0 as well. Rearrang-
ing terms gives us:

ON —1-0)[y(Q + 1) —y(Q)] <y(Q)N.

Using the definition ofy(Q), dividing both sides byl — w)N — 8, and multiplying them
by2N — Q — 1 gives us:

1 1 N
O —1-0)( 5y - < ,
—-Q0-2 2N-0Q 2N — Q
which, after simplifying and multiplying both sides BW — Q, yields:
20(N—-1—Q)<NQ2N —-Q-2)
or, after adding and subtractif@N on the right-hand side and re-arranging terms,
2(N — Q) <2(N - 0)* + ON.
which simply reduces to

0<2(N-0Q)N—-0—-1)+ON,
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which holds because we have been considering the casedwvithN — 1. Thus, all three
terms on the left-hand side of (13) are decreasing@.iWWe conclude that the payoff function
is concave, which implies that it has a unique maximizer,ciwhwe denoteQ > (w, p). (It

is the smallest integer for which the left-hand side of (E3ess than the right-hand side.)
It then follows immediately that the optimal quota is eitléthis interior solution or at the
point where (NIC) bindsDa(w, p) = min(Q(w, p), 0,)-

We finally show thatQ,(w, p) is non-decreasing ip. Since only the interior solution
depends omp, we only need to prove the claim f@} (w, p). From the FOC given by (13),
it is sufficient to show that the summation term (the only an®lving p) is increasing in
p. Taking the derivative of that term with respectigroduces

N-1-0 . _
7(©) 0\(N — 0)! p :
B 2 [(Q+i)!(N—1—Q—i)!][(l—p)“’}(1+;)>0’

so the claim holds. To see why this is so, fix sopand consider the optimur@3 (w, p),
which is the smallest integer for which the left-hand sidé1d) is less than the right-hand
side (that is, increasing the quota would make the payofsejoif increasing causes the
left-hand side to increase, it will eventually exceed tlghtihand side for somg > p.
But then QX (w, p) will no longer be the smallest integer that makes the leftehaide
less than the right-hand side (i.e., it will no longer be wyati). Since the left-hand side is
decreasing inQ, the requirement for optimality can be restored by incregashe quota to
QX(w, p) = Qx(w, p)+1, which will make the left-hand side less than the right-haiale:
again. Continuing in this manner, we see that increagingll cause the quota to increase
in step-wise fashion until it reaches the ceili@g. n

Proof (Lemma 6). Note now thatlim_,; Us = 1—w+a—X(Qa). This s strictly prefer-
able to private consumption whenever this is greater thaor,lafter rearranging terms,
whenevea N + (@ — 1)(N — Qa) > wN + 0. SinceN > Qzanda — 1 > 0, the second
term on the left-hand side is non-negative at the optimumayuk then follows that it is
sufficient to establish thatN > wN +6 holds. Since the right-hand side is increasingin
we only need to establish the claintatwhere itreduces toN > wN+60 = N < a > 1,
which holds. -

Proof (Proposition 6). Since the strategies are unconditional, deviation doeaffiett
future play, and the discount factor is irrelevant. The quigsibly profitable deviation is
therefore limited to the stage-game. However, since détegavith Q, is preferable to
private consumption and because the strategies from RtiopoS specify an equilibrium
in the stage-game, no such deviation exists. n
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